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Abstract

Although it has been established that human brain physiology and cognition are under the joint effect of the sleep homeostasis and the circadian alerting signal, the detrimental effect of sleep deprivation is still mostly seen as merely a consequence of a lack of sleep. While this approach is valuable, in order to develop a complete understanding, a circadian perspective needs to be integrated. However, a major difficulty of measuring circadian rhythmicity stems from the complexity of assessing it, because confounders such as light, activity, meals etc. could mask the underlying circadian regulation. Here, we performed two constant routine studies that allow us to measure the interaction between sleep homeostasis and the circadian processes at the cortical level. During the studies, three complementary aspects of the cortical function were investigated, as well as their associations with behavioural performance, and age-related changes of the cortical dynamics. In phase I of the study, the dynamics of cortical excitability, and of response scattering and complexity were described during a 28 hour wake extension protocol in young participants (18-30 y). In phase II, the dynamics of cortical excitability and response complexity were investigated during a 34 hour wake extension in young (18-30 y) and older (50-70 y) participants in order to address lifetime changes. Overall, the results of this thesis demonstrated an age-dependent homeostatic and circadian regulation of basic cortical function. That was especially evident at the local level, when focusing on cortical excitability profile: young participants showed a clear circadian rhythmicity and sleep homeostasis regulation, the dynamic of which was dampened in the older participants. At the global level, cortical response scattering and complexity changed with time spent awake, i.e. according to the circadian phase. Furthermore, cortical complexity response was higher in the older group, showing a simple age effect, but the dynamic did not differ between the two age groups. Preliminary analyses demonstrated that these cortical dynamics sustain part of the profile of behavioural performance across the circadian cycle. Importantly, older people with higher cortical excitability, particularly during the biological night, were performing better at higher order tasks, possibly indicating that older people that maintain
a degree of sensitivity toward sleep homeostasis and circadian processes perform better. Understanding the principal forces that regulate the dynamics of cortical neurophysiology in two age groups—and their impact on cognition—is of uppermost importance for our ageing society, in which sleep deprivation and circadian misalignment are commonplace.
Il est actuellement reconnu que la physiologie cérébrale et la cognition chez l’homme sont sous l’effet conjoint de l’homéostat du sommeil et du signal d’alerte circadien, mais les effets délétères de la privation de sommeil restent essentiellement vus comme la simple conséquence d’un manque de sommeil. Bien que cette approche soit intéressante, une perspective circadienne devrait être intégrée dans le but d’en obtenir une compréhension plus complète. Une des principales difficultés dans la mesure de la rythmicité circadienne provient toutefois de la difficulté à l’évaluer. Des variables confondantes telles que la lumière, l’activité, les repas, etc. pourraient en effet masquer la régulation circadienne sous-jacente. Deux études en routine constante ont été menées dans le but de mesurer l’interaction entre l’homéostat de sommeil et le processus circadien au niveau cortical. Trois aspects complémentaires de la fonction corticale et leurs associations avec les performances comportementales et les changements de la dynamique corticale liés à l’âge ont pu être explorés au sein de ces études. Dans la phase I de l’étude, les dynamiques de l’excitabilité corticale, ainsi que la propagation et la complexité de la réponse ont été décrites durant un protocole d’éveil prolongé de 28 heures chez des participants jeunes (18-30 ans). Dans la phase II, dont le but était d’explorer les changements au cours de la vie, les dynamiques de l’excitabilité corticale et la complexité de la réponse ont été étudiées chez des participants jeunes (18-30 ans) et âgés (50-70 ans) durant un éveil prolongé de 34 heures. Dans l’ensemble, les résultats de cette thèse démontrent une régulation circadienne et homéostatique de la fonction corticale de base dépendante de l’âge. Ceci était particulièrement évident au niveau local pour le profil de l’excitabilité corticale : une claire régulation circadienne et homéostatique était mesurable chez les jeunes, mais cette dynamique était aplatie chez le group des personnes plus âgées. Au niveau global, la diffusion et la complexité de la réponse corticale changeaient avec le temps passé éveil, c’est-à-dire en fonction de la phase circadienne. En outre, la complexité de la réponse corticale était plus haut chez le personne plus âgées (effet de l’âge), mais la dynamique ne changeait pas entre les deux groups. Des analyses préliminaires ont
démontré que les dynamiques corticales soutiennent le profil de performances comportementales au travers du cycle circadien. À noter que les personnes âgées avec un niveau d’excitabilité corticale plus haut, particulièrement pendant la nuit biologique (c’est-à-dire qui maintient une certaine dégrée de flexibilité corticale) étaient celles qui performaient mieux à des tests complexes. Dans notre société vieillissante au sein de laquelle la privation de sommeil et le décalage circadien sont fréquentes, il est primordial de comprendre les principales forces qui régulent les dynamiques de la neurophysiologie corticale et leurs effets sur la cognition dans ces deux groupes d’âge.
Introduction

I. Circadian periodicity

The first section will mainly focus on some ubiquitous key aspects of circadian periodicity and its intimate relation to the Earth, and will end with a brief exploration of the sense of physiological timing in humans. Thoughts are based on the book *Circadian Rhythms: A very Short Introduction*, by Russell G. Foster & Leon Kreitzman, Oxford University Press, as well as the course of *Biological Rhythms* (BMS3066), module co-ordinator Prof. D.J. Skene, University of Surrey.

Day outside: diurnal rhythm

*Il y a une vérité fondamentale que j’aimerais exprimer, mais les mots me manquent. Le Ciel et la Terre ne parlent pas, ni les quatre saisons et pourtant, ils nous enseignent tellement mieux que des paroles.* –Fabienne Verdier, Passagère du silence

About 4.5 billions years ago, an explosion formed the Earth, our home planet, the only one where life is known to exist. The Earth does a revolution around the Sun in 365.25 days, while rotating around its axis in 23 hours, 56 minutes and 4 seconds: that generates what we call a year and a sidereal day (while a mean solar day is of 24 hours). The axis of the Earth is tilted at an angle of 23.5 degrees: Sun’s rays hit different parts of the planet more directly depending on the time of year, generating seasons. Earth is a rhythmic environment, and life on Earth has been ruled by the constant, predictable, rhythmic change of day and night (i.e. nyctohemeral rhythm, 24 hours). Since Earth’s rotation causes profound but repetitive changes in light, temperature, living beings must find the optimal balance between foraging, predation risk and reproduction, by maximizing the orchestration of timing of these behaviours across the day. A signature of life is the existence of circadian rhythms (from the Latin *about a day*, i.e. approximately 24 hours), found in almost all living beings, from prokaryotes to higher organisms, including algae, fungi, plants, and animals. The ubiquity of
circadian rhythms speak to their importance: natural selection seems to have favoured organisms with biology and behaviour spanned over a circadian cycle, which is intimately intertwined with the Earth’s solar day. Thus, understanding these biological processes tells us much about ourselves and the world in which we live.

**Day within: circadian rhythm**

**Definition**

Based on the previous section, it is evident that circadian rhythms convey notions of biology and astronomy. It was indeed a French astronomer, Jean-Jacques d’Ortous de Mairan, to prove for the first time the existence of a circadian rhythm back in 1729. He noticed the leaves of the Mimosa plant (*Mimosa pudica*) would droop at dusk and rise during the day (i.e. daily rhythm). So he stored the plant in a cupboard to keep it in a dark environment free of time cues. De Mairan noticed that the leaves still opened and closed rhythmically, like if the plant would have its own representation of day and night (i.e. subjective day and night). This finding suggested that the movements represented something more than a simple response to the Sun and were controlled by an internal clock, proving the self-generated nature of the circadian rhythms. This simple yet comprehensive experiment highlights an essential caveat: circadian rhythms are endogenous, and can be defined as if they persist in constant conditions (constant light or darkness), whereas daily rhythms are passive response to the changes in the environment (exogenous response). Circadian rhythms that are expressed in the absence of any 24 hours signals from the external environment are called free running. This means that the rhythm is not synchronized by any cyclic change in the physical environment. Strictly speaking, a diurnal rhythm should not be called circadian until it has been shown to persist under constant environmental conditions, and thereby can be distinguished from those rhythms that are simply a response to 24-hour environmental changes (Vitaterna et al., 2017). For example, the rooster of crowing (a.k.a. cock-a-doodle-doo), a symbol of the break of dawn, has been proved in constant
environmental conditions to be under the control of an internal circadian clock, instead of being a passive response to external changes (Shimmura and Yoshimura, 2013). Activity and rest cycle studies conducted in the 1950/60s on circadian rhythmicity in fruit flies by Colin Pittendrigh (Pittendrigh, 1950), and in humans by Jurgen Aschoff (Aschoff, 1965) can be considered the foundation of the field (Daan, 2000) (Fig.1).

**Figure 1:** The drawing done by Pittendrigh after visiting Aschoff in 1959 (Daan, 2000).

They first defined the essential features of circadian rhythms:

(i) they are endogenous generated rhythms that show near 24-hour rhythms (with a mean period ranging from 23-h in *Apis mellifera* (honey bee) to 26-h in *Glyphiulus cavernicola* (cave-dwelling millipede)). The seeming imprecision is an important feature of rhythmicity, however: the deviation from a 24-hour cycle actually provides a margin for the internal time-keeping system to be continuously aligned by and aligned with the light-dark environment.

(ii) they persist under constant conditions for several cycles.
they are entrained to the solar day via zeitgebers (time givers, i.e. synchronisers, in primis light, known as photoentrainment, but also temperature, social interactions, exercise, food). While light is probably the dominant zeitgeber for most animals, temperature can also entrain rhythms, though its importance as a zeitgeber depends on clock hierarchy and whether the animal is poikilothermic or homoeothermic by possibly altering cellular humoral signalling (for review see (Rensing and Ruoff, 2002)). Properly speaking, a true zeitgeber must have different effects at different times of day by eliciting a phase delay or phase advance in the timing of the rhythm. This difference in responses can be represented by a phase-response curve. Light exposure around dusk and during the first half of the night causes a phase delay in activity, while light during the second half of the night and around dawn generates an advance (Duffy and Wright, 2005).

they show temperature compensation\(^1\) (to avoid changes in the period of the oscillation with changes in temperature the Q10 is close to 1). Thus, a change in temperature can affect the phase of a cycle without substantially altering the rate of cycling.

**Purposes**

Endogenously generated circadian rhythms are important to life organisms because they provide an internal temporal order of a range of physiological and behavioural processes (e.g. core body temperature, digestive processes, hormone release, blood pressure, rest-activity patterns etc.) that repeat on a regular ~24-hour basis ((Mure et al., 2018) although this paper presents daily rhythmicity). Furthermore, biological processes under circadian control anticipate the recurring changes generated by the Earth’s rotation, thus supporting the idea that must be generated by a self-sustained timing

\(^1\)When the British carpenter and clockmaker John Harrison built his mechanical clock back in the 1700s, he paid attention to the last point: indeed, the clock did not speed up or slow down when carried on a ship anchored in London or in the Caribbean. Harrison's timepieces are still visible at the Royal Greenwich Observatory.
mechanism (Pittendrigh, 1993). Organisms that use circadian rhythms to predict conditions in the near future are thought to have a major advantage over competitors and predators: they optimize physiology and behaviour in advance, instead of merely respond to changes of the solar day and night, allowing immediately exploit of the new situation (e.g. in humans melatonin production and excretion before falling asleep, and cortisol production and excretion before waking-up (Brown, 1994)), supporting this idea that fact that survival comparisons of rhythmic and arrhythmic animals in a natural setting clearly showed effects of circadian rhythm disruption on fitness (DeCoursey et al., 2000). Finally, to be biological useful for life functioning, circadian rhythms must also be synchronized to the external world by anticipatory signal of day and night (mainly the change of light around dawn and dusk). Overall, the net result is that biological processes under circadian rhythmicity occur not all day long, but in a logical sequence, by maximizing the timing orchestration of these processes across the day. For the sake of survival, and in an ecological perspective, that has forced species to become specialist instead of generalist, by causing the evolution of diurnal, nocturnal, crepuscular, but also cathemeral species (i.e. species-specific temporal niche). Interestingly, slightly different temporal patterns may be exhibited within the same group, both in animals (e.g. morning and evening typology in humans (Horne and Östberg, 1976)) and in plants (Fig.2).

Figure 2: Four o’clock flowers (Mirabilis jalapa) open at dusk and close at dawn during Summer, thus reducing the direct competition for pollinators. Their sweet-smelling fragrance throughout the night attracts nocturnal pollinators.
Circadian resonance hypothesis

Another important pioneer contribution of Pittendrigh has been the circadian resonance hypothesis: circadian rhythms with an endogenous period close to or equal to the natural light-dark cycle are considered evolutionarily adaptive (Pittendrigh and Minis, 1972), and increase the fitness of the organisms. In recent years, Spoelstra and colleagues have tested this idea in eukaryotic organisms in semi-natural conditions. Wild-type, heterozygous, and homozygous mice with a short-period mutation (\textit{tau} mutation) were tracked over the course of 14 months in outdoor experimental enclosures. Over several generations, survival was reduced in the homozygote mutant mice, revealing strong selection against the mice with the accelerating free-running circadian period. Thus, circadian rhythms with an abnormal period compared to the natural ~24-hour cycle are predicted to have negative consequences for fitness (Spoelstra et al., 2016). In this perspective, humans with their free-running average period of 24.18 hours (Czeisler et al., 1999) are well suited for life on Earth, but significant variations of the human circadian phenotypes exist. In a hypothetical colonisation of Mars, people who have longer circadian rhythms are probably better suited to become Martian, because Mars completes a rotation in 1 day, 37 minutes (i.e. a sol). Thus, instead of circadian, ‘circasol’ rhythms would be preferred. However, Mars revolves around the Sun in 686.93 days and gets less amount of light compared to the Earth. In the eventuality, a Darian calendar has already been prepared, allowing to keep time on Mars.

Locking the day within with the day outside: the entrainment

This section has been narrowed down to the mammalian species. As previously mentioned, to be of any value, circadian rhythms must synchronise to the external environment. For this purpose, the change in the light at dawn and dusk has been the main zeitgeber that allows entrainment (Roenneberg and Foster, 1997). This important light signals are perceived, in mammals, through the eyes: thus eyes provide us with a sense of time. However, the detection of the dawn and dusk signal is not based
on rods and cones, but on intrinsically photosensitive retinal ganglion cells (ipRGCs) that express the blue light-sensitive photopigment melanopsin (maximum sensitivity at 480 nm) (Hattar et al., 2002; Lucas et al., 1999). Interestingly, mammals do not have extra-retinal photoreceptors like other vertebrates (despite some disproved publications e.g. (Campbell and Murphy, 1998)). One explication could be that mammals arose from nocturnal ancestor and switched to daytime after dinosaurs’ disappearance (Maor et al., 2017), thus they lost extra-retinal photoreceptors with the evolutionary path (e.g. birds have pineal organ that is directly receiving light and is sensitive to it).

Signals detected by ipRGCs are then fed via the retino-hypothalamic tract (RHT) directly to the suprachiasmatic nucleus (SCN), a pair of small nuclei located at the base of the anterior hypothalamus, above the optic chiasm, at the base of the third ventricle. The pivotal role of the SCN was demonstrated by a series of discoveries in the early 1970s: lesion of the SCN in rats resulted in abolished endocrine and behavioural circadian rhythms (Moore and Eichler, 1972; Stephan and Zucker, 1972). Furthermore, transplantation of the SCN between mutant hamsters with different periods transfers the donor period to the recipient animal (Ralph et al., 1990). These experiments established the SCN as the master circadian pacemaker of mammals. Further works established that the SCN displays anatomical heterogeneity but functional homogeneity: SCN is made up of autonomous neurons with independent firing rhythms (Welsh et al., 1995) but, when incorporated into the SCN, they all fire in synchrony, providing a coherent ~24-hour signal, due to extensive synaptic coupling and gap junctions (Liu et al., 2007; Yamaguchi et al., 2003). SNC neurons exhibit a circadian rhythm of spontaneous action potentials that has higher frequency during daytime, in both diurnal and nocturnal mammals (Herzog et al., 2017). SCN communicates with the rest of the brain mainly via indirect neural pathways –mainly by relays through the subparaventricular zone–, which dictate the circadian rhythmicity of wake-sleep cycle, locomotion, feeding, and corticosteroid secretion (for a review (Saper, 2013)). SCN also controls the circadian rhythmicity of the melatonin secretion (known as the sleep hormone), via a multisynaptic pathway that includes the parventricular nucleus, the intermediolateral column of the spinal cord, and then the superior cervical ganglia to
reach the pineal gland. As night approaches, melatonin is secreted into blood circulation, in both nocturnal and diurnal species (Arendt and Skene, 2005). The SCN maintains circadian synchrony in the body via its control over behaviour, neuroendocrine pathways and the autonomic nervous system. However, in vitro experiments showed that circadian rhythms could persist in various peripheral tissues that were not under the control of the SCN (Yamazaki et al., 2000), proving that there are clocks within each cell of every organ and tissue examined so far (Balsalobre et al., 1998; Yoo et al., 2004). However, without the influence of the SNC, peripheral clocks of a given organ would continue to tick (Stokkan et al., 2001), but all at different phases so that an overall 24-hour rhythm within the organ would be lost, impacting local physiology and gene expression. Like Greenwich Mean Time, the SCN serves as a reference point for the peripheral clocks, so that they can run in sync (Fig.3). However, during jet lag, the SCN resets to local time in around one day based on light signals, but peripheral oscillators can take more than a week to adjust (Yamazaki et al., 2000). Peripheral clocks are also interconnected themselves, providing further coherence, and they also sent feedback signals back to the SCN, allowing the whole body to function in synchrony with the varying demands of the 24-hour light/dark cycle (Johnston et al., 2009).
Figure 3: Left: simplified organisation of the mammalian circadian system. The principal circadian clock, i.e. the suprachiasmatic nucleus (SCN), is responsible for all overt rhythms in behaviour and physiology. SCN provides the peripheral clocks of the body with coherent daily timer (i.e. global synchronisation), via multiple and complementary downstream connections. External light inputs entrain the phase of the SCN to the external solar day, via retina receptors (Bollinger and Schibler, 2014). Right, upper panel: a schematic diagram showing the different brain targets of the SCN. The principal outputs consist of ventral and dorsal subparaventricular zone (vSPZ and dSPZ), and the dorsomedial nucleus of the hypothalamus (DHM). The vSPZ-DHM axis drives circadian cycles of sleep, activity, feeding, and corticosteroid secretion, by projecting to the ventrolateral preoptic nucleus (VLPO), lateral hypothalamic area (LHA), and paraventricular nucleus of the hypothalamus (PVH). dSPZ neurons are responsible for regulating the rhythms of body temperature, via the medial preoptic area (MPO). Right, lower panel: circadian rhythms regulation adapts to environmental stimuli, such as food availability (via the ventromedial (VMH) and arcuate (ARC) nuclei), as well as visceral sensory inputs, cognitive influence from the prefrontal cortex and emotional inputs from the limbic system (Saper et al., 2005).

Molecular circadian oscillator

During the 1970s, Benzer and his student Konopka asked whether it would be possible to identify genes that control the circadian rhythm in fruit flies. They demonstrated that mutations in an unknown gene disrupted the circadian cycle of flies, and they named this gene period (per) (Konopka and Benzer, 1971). A trio of American researchers, Hall, Rosbash, and Young, aimed to further identify
the underlying mechanisms that control fruit flies’ internal circadian cycles. They succeeded in isolating the period gene, and they discovered that the encoded PER protein accumulated in the cytoplasm during the day, peaked in the early subjective night, and was degraded during the night (Bargiello et al., 1984; Hardin et al., 1990; Zehring et al., 1984), suggesting cyclic changes in the expression of certain genes as a possible mechanism underlying the cellular internal pacemaker. The importance of these findings has been recognised in 2017 with the Nobel Prize in Medicine or Physiology. Finally, in the 1990s, researchers described the first mouse circadian mutation, called Clock (King et al., 1997; King et al., 1997; Vitaterna et al., 1994). This and subsequent work established that endogenous molecular clocks consist of a transcription–translation feedback loop (TTFL) (Fig. 4), a classic negative feedback loop that oscillates every 24 hours and generated at the cellular level, in unicellular organisms as well as in highly complex mammals (for a review (King and Takahashi, 2000; Lowrey and Takahashi, 2000; Wager-Smith and Kay, 2000)). Although the specific clock genes are not evolutionarily conserved across distinct phyla, the principle is the same in almost all forms of life: the forward limb of the clock involves a set of transcriptional activators that induce the transcription of a set of repressors. The latter comprise the negative limb, which feeds back to inhibit the forward limb. This cycle repeats itself every 24 hours, and the mRNA is used to generate the protein products encoded by the circadian clock genes (Bass and Takahashi, 2011). However, the presence of circadian rhythms in cells without nuclei indicate that circadian patterns of peroxiredoxin oxidation of human blood cells persist even in the absence of gene transcription (O’Neill and Reddy, 2011). Together, these mechanisms result in the circadian expression of 10%–30% of all transcriptome (Panda et al., 2002; Reddy et al., n.d.; Storch et al., 2002).
Figure 4: Overview of the transcription–translation feedback loop: a set of transcriptional activators (BMAL1, CLOCK) induces the transcription of a set of repressors (PER, CRY), which feeds back to inhibit the forward limb. Proteins of repressors accumulate in the cytoplasm during the day, peak in the early subjective night, and are degraded during the night, suggesting that the cycle repeats itself every 24 hours (adapted from (Minegishi et al., 2018)).

Intermezzo: humans’ time-tracking

What is time? Ask me not, and I know. Ask me, and I cannot tell you. –St. Augustine

In the last paragraph of this section, I would like to put forward a few considerations about the evolution of humans’ time-tracking. In this sentence above, St. Augustine well expressed this perennial riddle: although each human has an internal master clock, the timing information does not reach awareness. The Japanese kanji time 時 responds to this riddle: time is a Sun rising over a Buddhist temple, each day. We need indeed to consider our relationship to the Sun not only in terms of main zeitgeber, but also through a cultural lens: the awareness of its changing positions was key to our understanding of time, and shaped our culture and religion. Cave art and stone carvings

This section is dedicated to two Augustine: the first one, with his >80 revolutions around the Sun, taught me how to read sundials and the star clock, while the second little one has just started to rotate around the Sun.
revealed early humans’ time-tracking sophistication based on the observation of the Sun movement (dawn and dusk, Winter and Summer solstice, Spring and Fall equinox), Moon phase and other stars, which have been conducive to the computation of time and seasons. Until the recent past, the changes in seasons influence human biology (like birds and other mammals still do), and was important for activities, a matter of life and death for these societies. With sedentary societies based on agriculture, there was a further need to divide the day into hours: sundials were elaborated to measure the length of a day (*horas non numero nisi serenas*, loosely translated as I only count the sunny hours). The most natural sundials were those that divided the day in 24 hours from the sunset (*Fig. 5*), indicating how many hours were left until the next sundown: in Summer hours were long, while in Winter short.

*Figure 5:* Sundial on the wall of a church. It indicates how many hours are left until the sunset, local meridian is also depicted.

Since we lived by patterns driven by the solar day, being able to track time was an invaluable skill to plan activities outdoor. Indeed, for most of our evolution, humans lived outdoors in the natural environment. However, at the beginning of XIV century in Europe, early mechanical clocks allowed humans to progressively detach from nature: time was divided in 24 hours of equal length throughout the year, and the measurement was more infinitesimal. Further modern needs required to standardise time between cities to facilitating communication, transport etc. We started to live our lives according
to pattern based on the clock and independent from natural rhythms. Within recent history, following the invention of electricity, estrangement from natural sources of light became even more pronounced, with repercussions on our biological clock, physiology and health (this point will be further approached in the Discussion). Thus, how we compute the time is the result of human conventions that have changed with human evolution, leading to a progressive detachment from nature. However, the sky clock still regulates some of our celebrations: Easter is celebrated on the Sunday after the full moon on or after 21 March (Spring Equinox, in northern hemisphere), the Persian New Year (Nowruz) coincides with the Spring equinox, while the Chinese New Year is the first new Moon after the Sun enters the Aquarius constellation, attesting that a link with the Sun/Moon is still strongly embedded in our culture (Fig.6).

![Image](image.png)

**Figure 6:** A person is cheering sunrise on Summer solstice, when Sun is centred between these standing stones (*menhir*).

### II. Sleep-wake cycle

In this second section, the focus will be on one of the most obvious 24-h circadian behaviour: the sleep and wake cycle, its definition, regulation and changes during healthy ageing. Considerations regarding sleep are based on research conducted in birds and mammals, with particular emphasis on
humans. A final paragraph will briefly summarise homeostatic and circadian processes at the human brain level, which led the work of this PhD thesis.

**The circadian rest-activity cycle and the appearance of sleep homeostasis**

*Nothing in biology makes sense except in light of evolution.* —Theodosius Dobzhansky

If circadian activity-rest cycle is ubiquitous, sleep possibly required a further evolutionary step (Allada and Siegel, 2008). Sleep is also part of the activity–rest cycle and, in ideal conditions, the daily recurrence of sleep coincides to a large extent with the circadian rest-activity rhythm. Therefore, rest and sleep should provide the organism with a similar primary function: a ‘trivial function’ of sleep. The evolutionary advantage of developing an intensity dimension of sleep, provided sleep with a relative independence from the circadian clock, which regulates the timing of sleep, allowing organisms a more flexible adaptation to changes in sleep-wake pattern (Tobler and Achermann, 2007). Thus, homeostatic regulation of sleep is believed to be modern in front of the circadian one. Rial and colleagues (Rial et al., 2007) presented a provocative hypothesis: the circadian rhythm of poikilotherms is thought to be sufficient to enforce rest at night, whereas true sleep with homeostatic regulation evolved only in homeotherms to ensure periods of inactivity. However, mammal and bird sleep shows a number of additional traits that go beyond a mere trivial function (e.g. two phases of sleep, changes in the activity of discrete central nervous regions, changes in psychological efficiency etc.), suggesting that sleep serves also a restorative function (Rattenborg et al., 2007). Sleep and its trivial and restorative functions have probably evolved as a species-specific response to a 24-hour world in which light, temperature, and food availability changes dramatically, to ensure an optimal internal environment for processes occurring during the circadian resting phase. However, there is an incredible variation in sleep expression. For example, within mammals, the pocket mouse (*Perognathuslongimembris*) sleeps 20 hours, whereas the horse (*Equuscaballus*) sleeps only 3 hours, despite the fact they both have a similar mean circadian period.
Definition of sleep and wakefulness

_Sleeping is no mean art: for its sake one must stay awake all day._ –Friedrich Nietzsche

This sentence of Nietzsche highlights how sleep and wakefulness are intertwined: the value of sleep is inseparably linked to the one of waking. Both states have distinctive features in term of behaviour, vigilance and brain electrical activity. On the behavioural level, wakefulness has been characterised by consciousness, awareness and activity, allowing coherent cognitive and behavioural responses to the external world. On the brain level, the electroencephalogram (EEG) is defined by a low amplitude, fast frequency (i.e. desynchronised EEG). Electrooculogram (EOG) and electromyogram (EMG) also show high activity. Sleep instead is mainly characterized by specific sleeping site, typical body posture, physical quiescence, reduced responsiveness to external stimuli, rapid reversibility, and regulatory capacity (i.e. compensation after sleep loss) (Tobler, 1995). In mammals and birds, sleep is divided into non-rapid eye movement (NREM) sleep, characterized by higher amplitudes and slower frequency (i.e. synchronized EEG), gradual rolling eye movements, and low or minimal muscle activity. NREM alternates with rapid eye movement (REM) sleep, with higher EEG activity similar to waking EEG, rapid bursts of eye movements, and atonia (Deboer, 2013). Sleep and wake are complementary albeit may occur simultaneously: local sleep-like activity in awake animals (Vyazovskiy et al., 2011), and local wake-like activity in sleeping patients (Nir et al., 2011; Nobili et al., 2011) were recently demonstrated. Vyazovskiy and colleagues raised the intriguing question of whether sleep-like off states in awake animals reflect an adaptive or a maladaptive response to sleep loss. Local sleep could be adaptive if it allows some beneficial sleep-related processes to occur while the animal continues to engage in adaptive waking behaviours. However, a global regulator of sleep-wake may be needed to prevent maladaptive mixed behavioural states, and maintain the behavioural shutdown that may be needed to ensure sleep related functions.
Functions of sleep

*If sleep does not serve an absolute vital function, then it is the biggest mistake the evolutionary process ever made.* – Rechtschaffen

Multiple, nonexclusive functions of sleep have been proposed, despite the fact that sleep entrains some costs: during sleep, animals are typically immobile and less aware of the local environment, making them vulnerable and unable to perform other essential tasks. That suggests that sleep must serve essential functions favoured by natural selection: *(i)* behavioural function, such as sleep as an immobilizer that prevents animals from being active during unfavourable times of day (Siegel, 2009), *(ii)* maintenance and recovery (housekeeping) functions, such as brain thermoregulation (McGinty and Szymusiak, 1990), energy conservation (Berger and Phillips, 1995), brain waste clearance (Xie et al., 2013), tissue restoration (Adam and Oswald, 1977), maintenance of the immune system (Besedovsky et al., 2012), and *(iii)* long-term maintenance of cerebral integrity, such as memory consolidation (Diekelmann and Born, 2010; Maquet, 2001), and synaptic homeostasis function (de Vivo et al., 2017; Tononi and Cirelli, 2006). The synaptic homeostasis hypothesis (SHY), formulated by Tononi and Cirelli, proposes that sleep is the price the brain pays for plasticity. From this perspective, the role of sleep would be to downscale synaptic strength to a baseline level that is energetically sustainable, i.e. homeostatic regulation of the total synaptic weight impinging on neurons (but also see (Frank, 2013)).

The two-process model of sleep-wake regulation

The following text has been adapted from the review (Gaggioni et al., 2014). The concept of homeostasis was first developed in the 1800s by Bernard, and was further elaborated by Cannon, who coined the term. As defined by the Commission for Thermal Physiology of the International Union of Physiological Sciences, homeostasis characterises ‘the relative constancy of physicochemical
properties of the internal environment of an organism as being maintained by regulation’, and is one of the major concepts in physiology. Rhythmicity instead is characterized by the deviation from a stable baseline. Almost 40 years ago, the two-process model by Borbély and colleagues (Borbély, 1982; Borbély et al., 2016; Daan et al., 1984) conceptualized sleep-wake regulation in humans, by the interaction of a circadian and a homeostatic process. Sleep homeostasis regulates the balance between sleep and waking: homeostatic mechanisms counteract deviations from an average reference species-specific level of sleep (Borbély, 1980). Sleep homeostasis is characterized by an exponential increase or dissipation of sleep pressure, as wakefulness extends or sleep progresses, respectively, and is almost exclusively dependent on sleep-wake behaviour. The mechanisms underlying this hourglass-like process are still debated, but animal research suggests that it arises from a use-dependent local augmentation of sleep-promoting substances (adenosine (Basheer et al., 2004; Porkka-Heiskanen et al., 1997) and cytokines (Krueger, 2008)), from an increase in extracellular glutamate level (Dash et al., 2009), and/or from an experience-dependent increase of average brain synaptic strength, excitability and size during wakefulness (Bushey et al., 2011; Vyazovskiy et al., 2008). Other molecular markers of sleep loss have been identified in rodents (Franken and Dijk, 2009), while human polymorphisms have been associated with difference in sleep regulation (e.g. PERIOD3 (PER3) (Viola et al., 2007), Adenosine Deaminase (ADA), Adenosin A2a receptor (ADOR2A), Brain Derived Neurotrophic Factor (BDNF), Catechol-O-Methyltransferase (COMT), human leukocyte antigen (HLA) (Goel and Dinges, 2011), dopamine transporter (DAT) (Valomon et al., 2014), ABCC9 (Allebrandt et al., 2013); for review see (Landolt, 2011)). EEG provides the best established markers of sleep need and intensity: slow wave activity (SWA; approximately 0.5-4.0 or 4.5 Hz) during Non-Rapid Eye Movement (NREM) sleep (Dijk, 1995; Dijk et al., 1990, 1987; Werth et al., 1996), and theta activity (4-8 Hz) during wakefulness (Aeschbach et al., 1997; Cajochen et al., 2002). Such increases are particularly marked over frontal EEG derivations, the frontal cortex being particularly sensitive to the sleep pressure (Cajochen et al., 1999). Besides global increase, SWA changes are also detected locally in areas most implicated in the task previously performed during
wakefulness (Kattler et al., 1994), likely reflecting synaptic changes (Huber et al., 2004; Hung et al., 2013). Behaviourally, increased sleep pressure is associated with a deterioration of cognitive performance, a decrease in alertness and an increase in sleepiness (Dijk et al., 1992; Wyatt et al., 1999). However, cognitive performance and its associated brain activity do not linearly decrease with increasing amount of time spent awake. This shows the existence of a second, circadian regulation process that impinges on cognition. As previously explained, the circadian signal is defined as a near-24-h endogenous, self-sustained oscillator, which determines the timing of the rest-activity cycle and of most physiological processes in synchrony with the environmental light-dark cycle. It is controlled by the suprachiasmatic nucleus (SCN), located in the anterior hypothalamus, also known as the circadian master clock (Moore, 2007). The circadian alerting signal increasingly promotes wakefulness during the day, opposing the progressive accumulation of sleep pressure. The minimum circadian alerting signal is in the early morning hours, and the maximum is reached in the early evening, in the so-called wake-maintenance zone (~2-3 hours before one’s habitual bedtime), preventing us from falling asleep despite the high need for sleep (Dijk and Czeisler, 1994; Dijk and Czeisler, 1995). As the evening progresses, the SCN alerting pulses start to weaken, melatonin production in the pineal gland increases (also under the direction of the SCN), the ‘sleep gate’ (also known as the primary sleepiness zone or sleep onset zone) opens, and the urge to sleep increases dramatically. Thus, once passing into the biological night, the circadian signal turns into a sleep-promoting signal, which increasingly opposes the dissipation of homeostatic sleep pressure during sleep, allowing a consolidated ~8-hour sleep episode. Although still putative, a sense of the circadian sleep-promoting signal can be found in the regulation of rapid eye movement (REM) sleep and sleep spindles, which are most prominent at the end of the night (Dijk and Czeisler, 1995). In humans, core body temperature (CBT) circadian profile is probably the closest to the dynamics of the circadian alerting signal. Core body temperature progressively increases during the day to peak in the early evening, before initiating a progressive decrease with nadir in the very early morning hours (Dijk and Czeisler, 1995). Other gold-standard markers are melatonin and cortisol levels (Czeisler et al., 1999).
As previously mentioned, the late evening onset of melatonin secretion, a hormone signalling the biological night, coincides with the end of the wake-maintenance zone and CBT maximum. Melatonin secretion peaks in the middle of the night, around CBT minimum. The well-known increase in cortisol upon awaking is considered as a marker of the end of the putative sleep-promoting zone and, being activating, has been suggested to provide a gate for the transition between sleep and wakefulness (Czeisler and Gooley, 2007). In summary, sleep-wake transition is coordinated by the homeostatic mechanism that regulates sleep intensity (how), and by the circadian rhythmicity that regulates the timing of sleep (when), and the two-process model illustrate this interaction (Fig.7). However, sleep-wake transition involves a highly complex set of interaction between multiple neural circuits (i.e. sleep- and wake-promoting brain areas), neurotransmitter, and hormones, generating a ‘flip flop’ switch that produces changes in behavioural and consciousness states (Saper et al., 2010, 2001; Scammell et al., 2017; Sehgal and Mignot, 2011; Weber and Dan, 2016). These aspects will not be considered in further detail here.

**Figure 7:** The conceptual two-process model: interaction between a homeostatic process (S), which increases as a function of the duration of wakefulness and dissipate during sleep, and a circadian process (C), which determines the timing of sleep and wakefulness. This interaction result in a monophasic bout of 8-hour sleep and 16-hour period of wakefulness. The peak of the process C coincides with the maximal circadian drive for wakefulness (just before the nocturnal increase in melatonin secretion), while the trough coincides with the maximal circadian drive for sleep (figure retrieved from the ResearchGate page of Dr. A. Patanaik, DO – 10.13140/RG.2.1.1201.9923).
Finally, it has been demonstrated that SCN lesions clearly disrupt the pattern of sleep and wakefulness in rats, but have only minimal effects on the animals’ amount of sleep or sleep need (Mistlberger et al., 1987). This evidences the existence of two separated forces, i.e. a homeostatic and a circadian process. However, studies in mice carrying mutations in genes influencing cellular circadian rhythmicity, such as \textit{dbp} and \textit{clock}, also produced changes in sleep regulation (Franken et al., 2000; Naylor et al., 2000), raising the possibility that the homeostatic and circadian processes may be more interrelated than expected.

**The two-process model of sleep and wake regulation and its repercussions on performance**

The earliest scientific evidence of a link between sleep and performance dates back to the early 1930s, when Nathaniel Kleitman, one of the most significant figures in the field of sleep medicine, discovered a daily pattern in the speed and accuracy of cognitive performance. He showed that, even in well-rested individuals, there was a decrease in the level of individual performance that occurred in the early morning and late at night (Kleitman, 1949). Subsequently, numerous laboratory studies have demonstrated circadian rhythmicity in cognitive performance, which increases from morning to late afternoon or early evening (around the time of the peak of the core body temperature and the wake maintenance zone) (Johnson et al., 1992), independently from task complexity (Van Eekelen and Kerkhof, 2003). During a normal waking day, the increase in homeostatic sleep pressure and deterioration of brain activity are counteracted by the circadian alerting signal. However, when wakefulness is extended into the biological night, the circadian system no longer opposes the high need for sleep, and cognitive performance is jeopardized, most strongly at the end of the night when the circadian signal maximally favours sleep (Dijk and Archer, 2010). Thus, the interplay between the circadian and homeostatic processes not only determines sleepiness and alertness levels, but also affects higher order cognitive functions (Dijk et al., 1992; Wright et al., 2012). Following chronic sleep restriction, which is common nowadays, the circadian signal cannot efficiently oppose
abnormally high sleep pressure and maintain adequate performance already during the day. If wakefulness is extended into the biological night following chronic sleep restriction, the negative impact of acute sleep deprivation on cognitive performance is exacerbated (Lo et al., 2012). Overall, these findings stress the importance of a temporal harmony between the sleep homeostatic and circadian processes. To note however that most people, if there is something important or interesting to do—for example taking care of a baby, finishing a task before a deadline, or watching an entertaining movie—can perform normally despite having accumulated an important sleep pressure, and being awake and functional during the biological night. Environmental and motivational drives compete with homeostatic and circadian processes to decide whether we sleep or engage in other important or interesting activities (Aulsebrook et al., 2016). This point will be largely addressed in the discussion.

Ageing, sleep homeostasis and the circadian timing system

Naturally occurring inter-individual variations in sleep-wake cycle provide an opportunity to gain insight into the regulation and functions of sleep and wakefulness. Sleep-wake cycle changes occur over the lifespan, a living process from childhood to ageing (Roenneberg et al., 2004). Healthy ageing is characterized by a series of changes at the cognitive, behavioural, and physiological levels. With advanced age, sleep undergoes modifications, such as more frequent nocturnal awakenings and reduced slow waves sleep during non-rapid eye movement (NREM) sleep (Cajochen et al., 2006; Dijk et al., 1999; Klerman and Dijk, 2008). This attenuated NREM sleep consolidation, together with the advance in circadian rhythms observed as one ages, mirror an attenuation of the homeostatic and/or circadian drive for sleep in older people. Furthermore, older people exhibit shallower dissipation of sleep pressure, as indexed by reduced dynamics of slow-wave activity during the night (Landolt et al., 1996), but these changes are not systematically accompanied by increased daytime sleepiness (Klerman and Dijk, 2008). In fact, sleep need and its build-up during wakefulness decrease
as one gets older (Landolt et al., 2012; Schmidt et al., 2012a). With respect to circadian rhythmicity, ageing is usually linked to reduced circadian amplitude of core body temperature (CBT) (but no changes in the circadian period), and together with a phase advance of CBT and melatonin rhythm (Dijk et al., 1999; Duffy et al., 2002; Kondratova and Kondratov, 2012; Münch et al., 2005), are possibly responsible for the earlier wake-up time. However, circadian markers, such as CBT, melatonin and cortisol, may not necessarily change with advanced age (Zeitzer et al., 1999). Age-related changes in sleep homeostasis and circadian rhythmicity underlie changes in cognition, such that older people experience a linear decline over 36 hours of wakefulness for several domains of cognitive performance (Schmidt et al., 2007): even though they may achieve overall lower performance than young adults, older individuals suffer relatively less during a night without sleep (Adam et al., 2006), at least over several cognitive domains, including vigilant attention, executive function (inhibitory motor control) and mental arithmetic. Age-related changes in sleep-wake regulation could be determined by disruption of the circadian timing system (Farajnia et al., 2012), reduced entrainment to light (lens yellowing), reduced amplitude of clock gene expression and desynchronization of physiological rhythms, or even by diminished social constraints. Transplantation of the SCN from young mice into aged mice restored youthful rhythmicity, and increased life duration (Hurd and Ralph, 1998), suggesting an adaptive advantage of robust circadian timing.

**Interaction of sleep homeostasis and circadian system at the cerebral level**

At the cerebral level, the conceptual two-process model has been validated with multichannel electroencephalography (EEG) and functional magnetic resonance imaging (fMRI), by observing temporal correlations between brain function and behaviour/cognition: data have been interpreted as an interaction between sleep homeostatic mechanisms and the circadian clock (Dijk and Archer, 2010; Schmidt et al., 2012a). Regarding fMRI, pioneering studies have been conducted aiming at
characterizing the brain correlates of non-visual response to light exposure in humans, which is known to influence the circadian alerting signal (Vandewalle et al., 2011, 2006). Further work was based on contrasting chronotypes (morning vs evening) that differ in sleep-wake regulation, allowing to investigating differences in task-related brain activity driven by inter-individual differences in the expression of circadian and homeostatic signals (Schmidt et al., 2012b, 2009). A more recent functional neuroimaging study under constant environmental conditions enabled to translate the interaction of homeostatic and circadian processes at the brain level, demonstrating primarily circadian effect and primarily time awake effect on distinct brain regions (Muto et al., 2016). Based on the same protocol, seasonal variations of brain activity were also demonstrated (Meyer et al., 2016). Other studies were able to further disentangle the singular impact of circadian phase and sleep pressure (high vs low) at the brain level (Maire et al., 2018, 2015; Reichert et al., 2017). Overall, these functional neuroimaging studies confirmed that the interaction of the circadian clock and sleep homeostasis is rooted in measurable changes in different cortical and subcortical brain regions. Peaks of brain responsiveness were consistent with the wake maintenance zone, whereas troughs were found in the early morning hours, thus paralleling the well-known ups and downs of human performance (Czeisler, 2016).

Recently, transcranial magnetic stimulation (TMS) has been used as a novel method to directly and non-invasively stimulate the cerebral cortex by electromagnetic induction, and thus causally investigate the neurophysiology of the cortical activity. TMS, by interacting with neural circuits, can lead to causal inferences that bridge human, nonhuman primate, and other model system studies. (Burke et al., 2019). Interesting measures can be derived from EEG recordings of TMS-evoked responses, such as excitability (i.e. the initial local response), scattering (i.e. the global spread of the stimulation), and complexity (i.e. the information content of the EEG response that is time-locked with TMS); a more detailed presentation of these measures will follow in section III of the Method. Cortical excitability evoked by TMS has been correlated with synaptic strength using intracranial
recordings in rodents (Vyazovskiy et al., 2008), and is thought to quantitatively assess local average synaptic potentiation in humans (Huber et al., 2013), the putative cellular correlate of local sleep pressure. Subsequent cortical scattering and complexity might depend also on neuronal firing state (Vyazovskiy et al., 2009, 2011), which determines the fate of the propagation of the initial stimulation, and its information-content, over the cortex. During normal wakefulness, TMS evokes an initial local cortical activation (i.e. cortical excitability), which invariably engages distant cortical areas in a complex and differentiated way for about 300 ms (i.e. cortical scattering) (Massimini et al., 2005). The exactly same stimulation during deep sleep triggers a larger, low-frequency initial wave, which does not propagate to connected brain regions: it remains localized, dissipates rapidly, lacks high-frequency components, and is stereotypical regardless of stimulation site (Massimini et al., 2005). Increasing intensities of stimulation during NREM deep sleep might result in long-range bursts of cortical scattering, but always associated to simple stereotypical and non-specific responses (Massimini et al., 2007). Thus, during slow-wave sleep, the cortical response triggered by TMS either breaks down in causally independent modules, or bursts into an explosive and non-specific response. Interestingly, during transition into light sleep (stage 1 of NREM sleep), TMS-evoked early response is higher but spreads less than wakefulness. During REM sleep instead, TMS triggers a smaller first response that propagates in a widespread and differentiated way, resembling that observed in wakefulness (Massimini et al., 2010) (Fig.8a-b). Regarding cortical complexity, Casali and colleagues (Casali et al., 2013) calculated the spatiotemporal complexity of the cortical activity evoked by TMS, and called it the Perturbational Complexity Index (PCI), which is high only if many regions of the cerebral cortex react to the initial perturbation in different ways. High PCI values are found during alert wakefulness, when consciousness is unambiguously present, and low PCI values during sleep, when consciousness is clearly reduced; that is independent of the stimulation parameters. Moreover, complexity gradually decreases from wakefulness to light to deep NREM sleep, and rises to wakefulness levels during REM sleep (Casali et al., 2013; Tosun et al., 2019) (Fig.8c). Compared to young individuals, complexity of the sleep EEG increases with ageing (Tosun
et al., 2019). However, the dynamics of cortical complexity during sleep deprivation remains unknown. Two studies in rodents found no statistically significant change in complexity during partial sleep deprivation, based on local field potential (Abásolo et al., 2015), or EEG scalp recordings (Tosun et al., 2017). Additionally, both studies found significantly lower complexity values in recovery NREM sleep following sleep deprivation compared to baseline, suggesting that emergence of new activity patterns in the EEG is reduced after sleep deprivation, impacting the Lempel-Ziv counter. How cortical responsiveness changes during sleep deprivation is a currently open and intriguing research question. It has been showed that cortical excitability progressively increases with time awake during sleep deprivation and is rebalanced during sleep (Huber et al., 2013) (Fig. 8d).

**Figure 8:** Dynamics of cortical excitability, response scattering and complexity evoked by TMS in healthy humans during wakefulness, prolonged wakefulness and sleep. a.-b.-c.) Compared to normal wakefulness, cortical excitability increases during NREM deep sleep, while cortical response scattering and complexity decrease. Interestingly, the opposite happens...
during REM compared to NREM sleep, reaching a situation close to normal wakefulness. d.) Cortical excitability increases during sleep deprivation compared to a normal baseline day, and recovers after a recovery night. Significant changes in cortical scattering and complexity have not been reported during sleep deprivation, in humans (adapted from (Casali et al., 2013; Huber et al., 2013; Massimini et al., 2010)).

General objectives and hypotheses of the PhD thesis

Overall, these studies suggest that TMS-related measures may be used to differentiate between consciousness and vigilance levels, which accompany the progressive transition between alert wakefulness, drowsiness, light, deep and REM sleep.

Critically, we stress that the changes in cortical responsiveness across the sleep-wake cycle have been almost solely investigated from a sleep homeostasis perspective. However, they may not be simply a function of previous wake duration, and may also depend on individual internal circadian time. Whether homeostatic and circadian interactions are rooted in measurable changes of cortical responsiveness, and across the lifespan, remains essentially unknown, as well as their subsequent impact on vigilance states and cognitive functions. Overall, the studies presented here aim at investigating the relationship between circadian phase and sleep pressure on vigilance, cognition and basic cortical functions –i.e. excitability, response scattering and complexity of the cortex– in young (phase I) and older individuals (phase II). Our ultimate goal is to gain an integrative understanding of the underlying cortical mechanisms that sustain vigilance states and cognitive functions, during prolonged wakefulness and aligned with individual internal circadian time (state-like effect), and the evolution across ageing (trait-like effect).

In essence, the main objectives (O) and hypotheses (HP) are as follows:

O1: to investigate the temporal dynamics of cortical responsiveness (i.e. cortical excitability, scattering, and response complexity) during a wakefulness extension in the young. In particular, we investigate if significant changes are detectable during windows of circadian interest, i.e. in the early
evening (around the wake maintaining zone), in the late night / early morning (around the sleep promoting zone), and during the following circadian day.

**HP1**: At the local level, we expect that cortical excitability will decrease during the wake maintenance zone, i.e. in the early evening, because of the strongest effect of the circadian alerting signal over this part of the circadian cycle. Cortical excitability will then increase during the biological night, when high sleep pressure is no longer counteracted by the circadian alerting signal, which turns into a sleep promoting signal instead. Finally, we anticipate that cortical excitability will decrease the following circadian morning, when the circadian signal promotes again wakefulness and opposes to the high sleep pressure (refer to Phase I, Paper 1).

**HP2**: At the global level, we expect at least that cortical response scattering will decrease during the biological night, possibly reflecting reduced cross-talk between cortical regions (the subtler changes around the wake maintenance zone and sleep promoting zone could be overridden by the increase noise in the data when going globally at the scalp level). Regarding cortical response complexity, we expect a decrease during the biological night, reflecting a reduced neuronal information content that mirror the increased amount of slower and regular oscillations (refer to Phase I, Paper 2).

**O2**: to determine if the dynamics of the cortical responsiveness correlate with the peaks and troughs of the cognitive performance.

**HP3**: Since vigilance impairments are typically observed during sleep deprivation and circadian misalignment, we hypothesise that higher level of cortical excitability will be correlated with worse vigilance performance during this time window, when high sleep pressure and circadian misalignment coincide. Furthermore, we expect that a circadian-related decrease of cortical excitability in the early evening will be associated with a stable cognitive performance during a
normal waking day. Conversely, lower cortical response scattering (reduced cross-talk between brain regions) and complexity (more regular neuronal information content) will be associated with worse vigilance performance (refer to Phase I, Paper 1 and Paper 2).

**O3:** to investigate if the modifications of the sleep homeostasis and the circadian alerting signal during healthy ageing have an effect also on the dynamics of cortical responsiveness and its relation with cognition.

**HP4:** We postulate that cortical excitability profile will be dampened in older participants, reflecting reduced modulation by sleep homeostasis and circadian processes. We further anticipate that an increase in cortical excitability in older participants will be associated with better cognitive performance and this independently of the circadian phase or neurobehavioural task: in other words, that synaptic plasticity-related changes will always be related to better cognitive performance in older people (i.e. linear relationship). Furthermore, we expect that older people displaying a higher degree of modulation of the cortical excitability during wakefulness extension will be those performing better during a normal waking day (refer to Phase II, Paper 3).

**HP5:** Regarding cortical complexity response, since EEG brain activity during both sleep and wakefulness undergoes a relative shift towards higher frequency and oscillation power in ageing, we further anticipate that cortical response complexity will be higher in the older group over the entire protocol compared to young participants, while its profile during prolonged wakefulness will be dampened compared to the young. Finally, we postulate that higher cortical complexity response will reflect increased randomness in the time series and be associated with worse vigilance performance (refer to Phase II, Paper 4).
Methods

In this section, I will first explain how circadian rhythmicity can be measured in humans by providing a short overview of the main protocols. Then, I will explain the basic principles of the TMS combined with EEG. Finally, I will present briefly the three measures of cortical responsiveness (excitability, scattering, and complexity) that were applied. Thus, I will further develop only those aspects that are central to this thesis and cannot find a space in the articles. I will not detail all the additional methods used in the studies (e.g. cognitive test battery, wakefulness EEG, habituation and baseline nights, data processing), which can be found in the Materials and Methods section of each article.

I. Protocols to measure circadian rhythmicity in humans

Constant routine (CR) protocol

Since the goal of these studies was to measure the interaction of sleep homeostatic and circadian components on cortical responsiveness, constant routine protocols were adopted. This approach was initially proposed by Mills, Minors and Watherhouse (1978), and developed to characterise circadian rhythmicity of physiologic variables, over one or two days, in the absence of periodic changes in behaviour. Using a modification of this technique (Czeisler et al., 1985), it was demonstrated that, even when subjects remain continuously awake, at constant bed rest, in constant indoor room light, for extended (40-70 hours) periods, with meals and activity distributed uniformly throughout the 24-hour day, near-24-hour rhythms persist in a number of different physiologic and cognitive variables (Czeisler and Dijk, 2001). Thus, CR protocol is characterized by the following constant routine conditions:

- continuous wakefulness over at least 24 hours, i.e. in the absence of a sleep-wake cycle (continuous sleep deprivation) – or evenly spread periods of sleep and waking (see below)
- isolated environment (no time cues)
- constant dim light
- constant temperature
- constant body position (semi-recumbent posture in bed)
- regular food intake (hourly iso-caloric snacks)

Consequently, masking factors –environmental and behavioural confounders that interfere with circadian rhythmicity– are either abolished or evenly distributed through the circadian cycle. This allows the measurements of unbiased/unmasked physiological and/or behavioural variables of interest at difference circadian phases (i.e. time points aligned to the internal circadian clock), typically at regular time intervals, while tracking the prior wakefulness duration and concomitant change in the circadian cycle. Circadian phase can be indexed by measuring core body temperature or melatonin rhythms. While the most accurate way to measure core body temperature is via rectal thermometer, melatonin can be assed in blood, saliva and urine (6-sulphatoxymelatonin (aMT6s) metabolite), making the circadian rhythm of melatonin the most reliable indirect marker of the SCN, mainly because of its stability and robustness in the absence of sleep (Czeisler et al., 1990), confirming that it is generated by an endogenous circadian oscillatory process. However, to measure the tempo of the internal pacemaker, a series of time points have to be acquired across at least one circadian cycle, even though recent efforts aim at reducing this endeavour (Laing et al., 2017). As already said, although the CR protocol was initially applied to unmask endogenous circadian rhythms usually embedded within the sleep-wake cycle, it allows also to measure the effect of the interaction of homeostatic and circadian components on the variables of interest. Furthermore, if the protocol lasts more than 24 hours, it enables to assess variables of interest at the same circadian phase under different sleep pressure (Fig.9). However, the CR protocol does not allow to disentangle the single
contribution of the homeostatic and circadian processes, and there is also the potential confound that continuous sleep deprivation can generate a stressful situation for the body.

Figure 9: A normal day-night conditions is compared with a constant routine protocol (on the left). During a sleep deprivation under constant routine conditions, a linearly increasing sleep pressure interacts with the circadian alerting signal: during the biological night, the increasing sleep pressure is no longer counteracted by the circadian signal. The yellow bars indicate that, when the protocol lasts > 24-h, the same circadian phase can be assed under different sleep pressure (high versus low) (modified from (Schmidt et al., 2007)).

**Forced desynchrony (FD) protocol**

The most sophisticated (and demanding) design that overcomes the limitation of the CR, and allows the separation of the homeostatic and circadian components, is the forced desynchrony (FD) protocol. In such a study, participants are separated from the natural environment for 3-4 weeks, and scheduled on a specific sleep-wake cycle. Even though the ratio of sleep to wake remains of approximately 1:2, the artificial day varies with a period significantly shorter (20 hours) or longer (28 hours) than the normal 24-hour day (e.g. in (Dijk and Czeisler, 1994)). This will result in a progressive desynchronization of the artificial sleep–wake cycle from the endogenous circadian cycle, because the period of the artificial day is outside the range of entrainment of the endogenous circadian pacemaker (Fig.10a). When the experiment is of sufficient length, sleep and wakefulness are scheduled to occur at virtually all circadian phases of the biological day or night, and following all
prior duration of wakefulness. The influence of differential sleep pressure levels can thus be assessed at virtually all circadian phases, or conversely, circadian influences can be measured under differential sleep pressure conditions (Fig. 10b). Consequently, a forced desynchrony protocol allows to investigate the interaction between circadian and sleep homeostatic processes, and to quantify their separate contribution in the variables of interest (Czeisler and Dijk, 2001).

**Figure 10:** a.) Plot of a 25-day forced desynchrony protocol. Subjects are placed on an artificial 28-h day with a sleep wake cycle of 9.3-h and 18.7-h, respectively. The black bars indicate the sleep episodes. b.) If the protocol lasts enough weeks, the influence of differential sleep pressure levels can be assessed at virtually all circadian phases (Schmidt et al., 2007).

However, the disadvantage is that FD protocol is long and demands large research staff, since subjects have to be kept for weeks in a room that is strictly isolated from the usual external circadian zeitgebers (daily light and temperature variations), but also from culturally and socially related cues (alarm clocks, mealtimes) (Schmidt et al., 2007).

**Nap protocol (NP)**

Less time-consuming than the FD, the nap protocol allows the partial separation of the homeostatic and circadian processes: a condition in which subjects are continuously sleep-deprived (high sleep pressure) is compared to a condition in which they are allowed to nap regularly, thereby keeping homeostatic sleep pressure at a low level (Fig. 11) (e.g. in (Cajochen et al., 2001).
Besides the main protocols presented above, self-assessment questionnaires are also frequently used to gather further information to better understand the group of participants: e.g. the morningness-eveningness questionnaire (MEQ) (Horne and Östberg, 1976) to assess diurnal preference, and the Munich Chronotype Questionnaire (MCTQ) (Roenneberg et al., 2003) to assess individual phase of entrainment on work and work-free days.

II. Transcranial Magnetic Stimulation (TMS)

The basic principle

The idea that nerves of muscles and brains can be electrically stimulated date back to 1790s, with the pioneering work of Luigi Galvani, Alessandro Volta and Giovanni Aldini (Fig. 12).
However, injecting electrical currents into the body via electrical stimulation (surface or implanted electrodes, needles) presents some obvious limitations. A new solution to this old problem came in 1985, when Anthony Barker and colleagues in England demonstrated the application of magnetic stimulation on the cortex, by introducing a novel non-invasive technique of neural stimulation – transcranial magnetic stimulation (TMS) (Barker et al., 1985). TMS relies on the principle of electromagnetic induction, which is based on the laws originally described by Faraday in 1831: a time-varying magnetic field will induce an electric field in any volume through which it passes, irrespective of the conductivity of that volume. During TMS, a brief pulse of electric current is passed through a coil placed next to the subject’s head, creating a magnetic field fluctuation, which in turn induces electric currents in the brain area below the coil (Barker, 1994). If electrical currents (electrical charges) are of the right intensity, duration, and orientation to nerves of interest (Casarotto et al., 2010), they will stimulate superficial neurons, by causing electrical membrane depolarization and the initiation of an action potential that then propagates (Fig. 13). Thus, magnetic stimulation is
merely a way of getting electrical current into the tissue to cause nerve depolarization, and the term magnetic stimulation is almost a misnomer, as the stimulation at the neuronal level is actually electrical (Barker and Shields, 2017). The main advantages of TMS is that bypasses sensory pathways and subcortical structures to probe directly and non-invasively the cerebral cortical system. Therefore, TMS does not depend on the integrity of sensory and motor systems to evoke a response, and can access the brain of any participant/patient mimicking normal cortical signal processing. Furthermore, since TMS does not require the subject to be involved in a task, subject’s willingness and performance cannot influence the TMS-evoked activations (Rosanova et al., 2012). However, TMS is inducing also non-specific responses in the brain, such as auditory evoked responses (due to the coil click occurring concurrently with discharge of the magnetic stimulator), muscular responses (eye blink reflexes, muscular contractions due to the stimulation). To prevent the occurrence of such events, it is a good practice to inspect for muscle twitch, insert earplugs continuously playing a masking noise, and use a thin layer of foam placed between coil and scalp to attenuate bone conduction (Rosanova et al., 2012).
A main disadvantage of TMS compared with electrical stimulation is that the site of stimulation is not well defined at the cortical surface. A magnetic field cannot be focused to a point as can light with a lens; instead of precise stimulation, one thinks of areas where stimulation is likely to occur. A figure-of-eight coil, in which two coils are placed beside each other, wired such that the stimulator current rotates in opposite directions in the two coils, allowing more focal stimuli to be delivered to the target area (Fig.14). Typically, in a figure-eight-shape coil, the maximum magnetically induced field occurs on a circle of approximately the same mean diameter as the coil, and stimulation can, in principle, occur at any point on this circle (Barker, 1991): that means a circle up to 12 cm² (80 up to 100% of the electrical field) on the cortical surface (20 mm below the coil), with the area directly
under the centre of the side-by-side coils experiencing approximately 98% of the maximum stimulating electric field (i.e. focal area of stimulation or hot spot, 0.68 cm²) (Krings et al., 1997). The electric field induced by TMS rapidly decays with distance, and thus the maximal effect of stimulation is limited to the surface of the cortex (Dayan et al., 2013). To note that the size of the cortical patch in which neurons will fire as a direct result of TMS always depends on the exact position of the coil relative to the head, coil characteristics, skull anatomy and stimulation intensity (Komssi and Kähkönen, 2006).

**Figure 14:** Comparison between the electric field induced by a circular (left) vs a figure-of-eight coil (right); the gradient bar depicts the scaling. Green arrows show the direction of the electric field (Barker and Shields, 2017).

**Neurobiological effects**

Microscopically, there is limited knowledge about the neurobiological effects of TMS, particularly in humans. The human cerebral cortex is organized in a six-layered structure, with specific cell types and connections in each sheet. TMS depolarises mainly the axons of perpendicular glutamatergic pyramidal neurons (excitatory neurons, estimated to be the main build blocks of the cerebral cortex), and parallel GABAergic interneurons (inhibitory neurons) (Murphy et al., 2016; Rogasch and Fitzgerald, 2013; Siebner et al., 2009). Unlike sensory stimulation, TMS acts simultaneously on a rather large cortical volume containing both inhibitory and excitatory fibres, generating excitatory
and inhibitory post-synaptic potentials (i.e. EPSPs and IPSPs), related to the state of cortical synapses, and generating the EEG signal when summated (Ziemann, 2011). TMS is commonly applied either in single pulses (stimulus intervals randomised), or repetitively (rTMS, applied in low or high frequencies. Low-frequency rTMS (< 1Hz) inhibits the cortical firing of the target brain area, which persist past the period of stimulation, while high-frequency rTMS (1-10 Hz) typically induces facilitation, through mechanisms that possibly modify synaptic efficacy based on long-term potentiation (LTP) and long-term depression (LTD) (Dayan et al., 2013). At the EEG frequency scale, it has been shown –in healthy and awake subjects– that TMS perturbs the ongoing brain activity, likely resulting in a resetting of the intrinsic oscillation (Paus et al., 2001). TMS elicits early γ components (0-20 ms), immediately followed by prominent α band (8-13 Hz) oscillations after occipital stimulation, β band (13-30 Hz) oscillations after parietal stimulation, and fast β/γ oscillations (13-30 Hz; 30-50 Hz) after frontal stimulation, during the first 200 ms post-TMS (Event Related Spectral Perturbation (ERSP), (Rosanova et al., 2009)).

**Neuronavigation and compatible EEG system**

To target cortical regions with higher accuracy (< 3 mm mismatch), a neuronavigation system based on individual structural MRI image is required (Fig.15). The system employs a 3D infrared Tracking Position Sensor Unit to map the positions of TMS coil and subject’s head within the reference space of individual structural MRI, by the optimal alignment between MRI fiducials and digitised scalp landmarks (nasion, left and right ear tragus). At the end of each session, a pen visible to the infrared camera can be used to register the EEG electrode positions on the subject’s head, allowing to perform off-line, accurate source modelling of the TMS-evoked responses recorded with the EEG. Indeed, electroencephalographic responses measured simultaneously with TMS allow to measure cortical excitability of virtually any cortical area, and map specific patterns of effective connectivity with a millisecond time scale (Ilmoniemi et al., 1997). The Nexstim eXimia TMS-compatible 60-channel
amplifier gates the TMS artefact (induced by the magnetic field fluctuations), and prevents saturation by means of a proprietary sample-and-hold circuit that keeps the output of the amplifier constant between 100 μs before and 2 ms after the stimulus (Virtanen et al., 1999). This device guarantees total absence of TMS-induced magnetic artefacts in most EEG recordings, and artefact-free EEG recordings from 8 ms after stimulus in all cases (N.B.: parameters and mean to remove magnetic artefact may vary depending on the device).

**Figure 15:** Illustration of the different components. 1) Neuronavigation: to precisely target the cortical area of interest based on individual structural MRI image. 2) TMS: magnetic perturbation of the neuronal activity. 3) Compatible 60-channel EEG system: to record TMS evoked potentials over the scalp, with a millisecond time scale. TMS-evoked potentials are quantifiable markers of the cerebral neurophysiological state in behaviourally silent areas, like motor evoked potentials are markers of the state of the motor system, recorded from muscles after TMS over motor cortex (picture courtesy of Dr. Bodart).

**III. Measures of cortical responsiveness**

The initial part of TMS-evoked potentials (TEPs), recorded immediately from the EEG electrodes underneath the stimulating coil, very likely results from the direct activation of the stimulated brain
area, whereas the later deflections of the TEPs are generated by postsynaptic activity that propagates along cortico-cortical and thalamo-cortical projections for about 300 ms post stimulus (Ziemann, 2011). The effect of TMS on cerebral cortex can be analysed by different measurements, aimed at capturing complementary properties of cortical responsiveness: local and immediate effects, as well as global and longer-term effects. In the studies included in the present thesis, three measurements of cortical responsiveness, based on the “perturb and measure” approach, were adopted and defined as follows (Fig.16):

- **Cortical excitability**: local and immediate slope (or amplitude) of the stimulated cortical area (Huber et al., 2013).

- **Cortical scattering**: spread of the initial response as a measure of global effective connectivity from the stimulated area to other cortical regions, within an interval of 300 ms post-TMS (Massimini et al., 2005).

- **Cortical complexity**: global information content of the EEG signal, over 300 ms post-TMS interval (Casali et al., 2013).
Figure 16: Panel depicting the three measurements of cortical responsiveness used in the present thesis. 

a.) Cortical excitability: slope of the early response of the TMS-evoked potential. 

b.) Cortical scattering: sum, from 5 to 300 ms, of the geodesic distances \([d(x)]\) between the TMS hotspot and all significant sources of the binary spatio-temporal matrix \([ST(x,t))\], averaged over 295 ms of the 5–300 ms post-TMS period. 

c.) Cortical complexity: for each of the EEG channels of the butterfly response evoked by TMS, the coarse-graining approach first converts the original signal into 0-1 sequence, through comparison of the amplitude values with a given threshold \((T_d)\). The median value of the amplitude values will be chosen as \(T_d\). Then, the Lempel-Ziv algorithm counts the number of different patterns in the sequence. The final complexity measure is normalised (the complexity panel has been adapted from a slide of Dr. Abásolo).

**Cortical excitability**

In neurophysiology, the term “excitability” usually refers to the amplitude of the immediate neural response to a perturbation. Cortical excitability is dependent on the intensity of the stimulus (Komssi and Kähkönen, 2006): in these studies, the stimulation intensity was defined as the minimum stimulation intensity eliciting a reliable cortical response of the target cortical area while well-rested, with a negative deflection ~10 ms, a positive deflection at ~20 ms, and with ~7-8 µV of amplitude (Huber et al., 2013). The stimulation intensity was set for each participant during a so-called “pretest”
session, and kept throughout the study. Originally, cortical excitability has been defined as the minimum stimulation intensity eliciting a reliable motor response of the target muscles (Rossini et al., 1994). However, this approach, although practical and reliable, inevitably confines the assessment of excitability to cortico-spinal circuits. Cortical excitability depends on the physiological state of the neurons in the stimulated cortex (state-dependency), as well as on the type of cortex stimulated (morphology-dependency). Cortical excitability possibly reflects the initial trans-synaptic activation of the neuronal population located under the coil, thus reflecting changes in excitability related to the strengthening or weakening of cortical synapses (i.e. cortical plasticity) (Huber et al., 2013).

**Cortical scattering**

TMS-induced effective connectivity is the effect of the activation of a neuronal group on another set of neurons (Friston, 2011), i.e. the ability of a set of neuronal elements to causally affect the firing of other anatomically connected, lasting for around 300 ms post-stimulus (Virtanen et al., 1999). It has been shown that cortical areas ipsilateral to the stimulation site are responding first, while contralateral areas are responding with longer latencies (Ilmoniemi et al., 1997). This cortico-cortical pattern contributes to elucidate the functioning of cortical circuits, i.e. the ability of the brain to integrate information. Effective connectivity differs from functional connectivity, a pragmatic concept that simply refers to any type of correlation between time series of brain activity. In order to study non-invasively cortical effective connectivity, TMS coupled to EEG and combined with source reconstruction provides the appropriate spatial and temporal resolution. Multiple steps are required in source reconstruction in order to estimate the electrical activity of current dipoles (equivalent to neuronal sources) from the scalp potential measured by sensors (Litvak et al., 2011). First the head model is built based on: (i) individual structural scan, (ii) coregistration, linking the coordinate system of sensor positions to the coordinate system of structural MRI image, through at least three fiducials (typically nasion, and both pre-auricular points, i.e. *Rosetta stone*). Then, the forward model is
computed –based on Maxwell’s equations and theoretical assumptions about the conductive properties of the head (e.g. isotropic conductivity and concentric compartments in the “Boundary Element Method”, BEM) (Fig. 17a)– by calculating for each of the dipoles on the cortical mesh the effect it would have on the sensors. The result is a N×M matrix, where N is the number of sensors and M is the number of sources considered, thus the matrix relates the dipole currents to the sensor measurements. Each column in this matrix is a so called “lead field”, corresponding to one cortical source. The inverse problem is ill-defined, since there is no unique solution when one tries to estimate the sources of the signal measured at the scalp level. With a linear forward model, as described by a set of lead fields, the number M of cortical current sources far exceeds the number N of EEG sensors. Therefore, the inverse problem has to be constrained (e.g. using “multiple sparse priors”, MSP (Friston et al., 2008)) to reach a unique estimation of the sources location from the activity detected by the sensors. Once the sources have been estimated, the cortical scattering can be calculated as the sum of the geodesic distance between the sources and the TMS hotspot (Fig. 17b) (Casali et al., 2010).

**Figure 17:** a.) Head model (based on BEM): cortical mesh (blue), sensors (black), tissue (brain, skull, scalp) compartment interfaces (orange) and fiducials (light blue and magenta) depicted. b.) Visualisation of the results of inverse reconstruction (based on MSP approach): cortical sources that give rise to the electrical activity measured with EEG outside the head at 100 ms. Colour code corresponds to the distance between TMS hotspot (in this case superior frontal gyrus) and source.
Cortical complexity

Linear approaches are normally used to analyse the EEG, e.g. the classical spectral analysis (Fast Fourier Transform, FFT), resulting in the frequency content of the signal. In a linear-system, there is a linear relation between causes and effects (small causes have small effects), whereas in a non-linear system, small causes may have large effects. Realistic biological systems, such as the neural dynamics of the brain, are likely to be non-linear, non-stationary, and noisy (Stam, 2005). Although several improvements have made possible to use linear approaches in non-linear physiological phenomena, complementary non-linear approaches have been also applied recently to mine deeper into the nature of biosignal analysis, including the TMS-EEG signal (Casali et al., 2013). Lempel–Ziv Complexity (LZC) is a complexity estimator introduced by Lempel and Ziv to evaluate the randomness of finite time series (Lempel and Ziv, 1976). LZC is a non-linear, simple-to-calculate, coarse-graining measure that provides the rate of appearance of new patterns in time series (Lempel and Ziv, 1976). Thus, this measure approximates the amount of non-redundant information contained in a string by estimating the minimal size of the “vocabulary” necessary to describe the string. In the EEG analysis, LZC measures the capacity of information in the signal fragment, and then reflects the underlying activeness of the neurons (i.e. state dependent) (Hu and Zhang, 2019). Before calculating LZC, the signal must be transformed into a symbolic time series, normally a binary (0–1) sequence, although in few studies, the signal has been transformed into a three symbols sequence (Abásolo et al., 2006). However, previous studies have shown that 0–1 conversion is adequate to estimate the LZ complexity in biomedical signals (Aboy et al., 2006). Usually, the median is used as the threshold for the conversion of the raw time series, because of its robustness to outliers. In order to compute LZ complexity, the binary sequence is scanned from left to right and the complexity counter \([c(n)]\) is increased by one-unit every time a new subsequence of consecutive characters is encountered. To obtain a complexity measure that is independent of the sequence length, it must be normalized \([C(n)]\),
resulting in a scalar metric ranging between 0 and 1: the lower limit shows a stationary signal with no varying dynamics, while the upper limit shows a very complex signal with multiple complex dynamics (Aboy et al., 2006). The advantage of the method is the simplicity (does not require any inputs selection such as complexity measure based on permutation), the robustness to noise, the computational efficiency, and that it can be calculated even for short data segments (i.e. milliseconds range) (Zhang et al., 1999). The disadvantage is that LZC mostly reflects changes in the spectral composition, i.e. it is sensitive to signal amplitudes, whereas complexity measured with permutation approaches considers the order relation within the values, but not the absolute amplitude values (Tosun et al., 2019). However, studies have suggested that LZC captures the change of patterns within a time series, which does not merely correspond to changes in the spectral content of the EEG, providing additional information that cannot be captured with conventional linear analysis methods (Stam, 2005).
Results

The main objective of this thesis work was to investigate cortical response dynamics during prolonged wakefulness in young (18-30 y) and older (50-70 y) participants. The protocol included an overnight sleep deprivation (28 hrs and 34 hrs), to track the joint effect of the sleep homeostasis and the circadian alerting signals. In order to assess non-invasively but directly cortical response, we employed TMS coupled with high-density EEG. Simultaneously to TMS response recording, participants performed a vigilance task. Furthermore, in between TMS sessions, participants completed cognitive test batteries, including basic sustained attention and higher-order executive tasks. Adding a cognitive dimension allowed to explore statistical correlations between cortical response state and behaviour performance in humans. Spontaneous wake EEG recordings preceded each TMS session to gain insights into the frequency content of the EEG without ongoing TMS perturbation. Subjective sleepiness tests were performed hourly. All data were reported with respect to individual’s internal circadian clock (expressed in degrees, with 0° being the DLMO; 15° = 1h), instead of the external clock time.

Overall, my Ph.D. project aimed at investigating three different measures of the cortical state to gain an integrative understanding of the underlying mechanisms that likely sustain cognitive functions during prolonged wakefulness (phase I), and their evolution across ageing (phase II). In the next pages, four research articles are presented. At the beginning of each article, I briefly mention the main research hypothesis supporting the rationale of the study and the main scientific contribution that can be drawn.
Phase I, Paper 1: Circadian regulation of human cortical excitability


In 2013, Huber et al. reported that cortical excitability, a candidate marker of synaptic strength, increases linearly throughout a sleep deprivation and decreases after a night of sleep (Huber et al., 2013). In the discussion section of the paper, authors acknowledged a possible contribution of the circadian system in modulating the profile of cortical excitability, which however would have required a forced desynchrony protocol to come to light. Thus, the main objective of this paper is to demonstrate that the dynamic of cortical excitability over 24 hrs shows a circadian regulation, besides a sleep homeostasis effect, in a group of healthy young participants (18-30 y). In order to achieve that, a constant routine protocol is adopted. As already stated, our hypothesis is that cortical excitability will decrease during the wake maintenance zone, i.e. in the early evening, because of the strongest effect of the circadian alerting signal. Cortical excitability will then increase during the biological night, when high sleep pressure is no longer counteracted by the circadian alerting signal, which turns into a sleep promoting signal instead. Finally, cortical excitability will decrease the following circadian morning, when the circadian signal promotes again wakefulness and opposes to the high sleep pressure. Since vigilance impairments are typically observed during sleep deprivation and circadian misalignment, we hypothesise that higher level of cortical excitability will be correlated with worse vigilance performance. The results indicate indeed that cortical excitability is under the synergetic influence of sleep homeostasis and circadian rhythmicity. Regarding behaviour, higher cortical excitability is associated with worse vigilance performance, and that independently of the circadian phase.
Circadian regulation of human cortical excitability

Julien Q.M. Ly1,2,3,*, Giulia Gaggioni1,2,*, Sarah L. Chellappa1,2,*, Soterios Papachilleos1,2, Alexandre Brzozowski1,2, Chloé Borsu1,2, Mario Rosanova4,5, Simone Sarasso4, Benita Middleton6, André Luxen1,2, Simon N. Archer6, Christophe Phillips1,2, Derk-Jan Dijk6, Pierre Maquet1,2,3, Marcello Massimini4 & Gilles Vandewalle1,2

Prolonged wakefulness alters cortical excitability, which is essential for proper brain function and cognition. However, besides prior wakefulness, brain function and cognition are also affected by circadian rhythmicity. Whether the regulation of cognition involves a circadian impact on cortical excitability is unknown. Here, we assessed cortical excitability from scalp electroencephalography (EEG) responses to transcranial magnetic stimulation in 22 participants during 29 h of wakefulness under constant conditions. Data reveal robust circadian dynamics of cortical excitability that are strongest in those individuals with highest endocrine markers of circadian amplitude. In addition, the time course of cortical excitability correlates with changes in EEG synchronization and cognitive performance. These results demonstrate that the crucial factor for cortical excitability, and basic brain function in general, is the balance between circadian rhythmicity and sleep need, rather than sleep homeostasis alone. These findings have implications for clinical applications such as non-invasive brain stimulation in neurorehabilitation.
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Wakefulness is associated with molecular, cellular and systemic changes in human brain function, which are deemed to negatively impact on cognition.\textsuperscript{1,2} Deterioration of performance is, however, not a simple linear function of prior wakefulness duration. During the first ~16 h of a normal waking day, human cognitive performance remains stable despite the concurrent build-up of sleep homeostatic pressure. However, if wakefulness is extended into the biological night, cognitive performance deteriorates abruptly.\textsuperscript{3,4} This reflects the influence of the circadian timing system, which counters the detrimental effect of sustained wakefulness during the day, until the end of the so-called evening ‘wake-maintenance zone’ (WMZ).\textsuperscript{5,6} Subsequently, at night, the circadian system switches to a sleep-promoting signal which favours sleep continuity, and opposes the progressive tendency to wake-up due to sleep pressure dissipation during sleep, up to the end of the early morning ‘sleep-promoting zone’ (SPZ).\textsuperscript{7} Behavioural, neural and molecular correlates of the impact of the circadian timing system are being established.\textsuperscript{8} However, its neuronal bases remain elusive.\textsuperscript{9}

Cortical excitability, here defined as the strength of the response of cortical neurons to a given stimulation, reflects neuron reactivity and response specificity and is therefore a fundamental aspect of human brain function. It has been reported to increase with time awake in humans.\textsuperscript{10} This may underlie performance decrements and greater seizure\textsuperscript{11} or hallucination\textsuperscript{12} propensity with sleep deprivation. Changes in human cortical excitability have been related to rodent data showing a linear increase with time awake in the firing rate and synchronization of cortical neurons\textsuperscript{13} and in the amplitude and slope of the local field potential evoked by electrical cortical stimulation.\textsuperscript{14}

Synaptic function and structure have however also been reported to undergo marked circadian dependency.\textsuperscript{9,15–17} Circadian variations in neuronal excitability have in fact been clearly established in invertebrates.\textsuperscript{18} In humans, TMS-inferred corticospinal excitability (that is, TMS-evoked motor responses) was reported to depend on chronotype\textsuperscript{19} and to undergo a time-of-day influence, which appeared independent of sleep.\textsuperscript{20} Sleep deprivation has been reported to have no effect\textsuperscript{21} or to decrease\textsuperscript{22} human corticospinal excitability, while it increased somatosensory cortex excitability, similar to other aspects of human brain function, is modulated by both elapsed time awake and circadian phase.

Here we addressed this issue and investigated whether the circadian timing system impacts on human cortical excitability. We further investigated whether this potential circadian modulations of cortical excitability would correlate with the established circadian fluctuations in cortical synchrony across neuronal populations\textsuperscript{14,24} and behaviour.\textsuperscript{1} We used transcranial magnetic stimulation coupled to high-density electroencephalography (TMS/EEG), as a non-invasive tool to gauge, in vivo, the time course of human cortical excitability during prolonged wakefulness. We hypothesized a circadian influence on cortical excitability to be most evident near the WMZ and SPZ and that individual variability in circadian signal strength as derived from endocrine markers (cortisol) to be related to the dynamics of cortical excitability. We further postulated cortical excitability to be associated with spontaneous waking EEG measures and performance assessments. Results confirm these hypotheses and reveal a robust circadian modulation of cortical excitability which correlates with changes in EEG synchronization and cognitive performance.

The findings demonstrate that the balance between circadian rhythmicity and sleep need, rather than sleep homeostasis alone, is crucial for cortical excitability regulation, and basic brain function in general.

**Results**

Following an 8-h nocturnal baseline sleep episode quantified by polysomnography, 22 healthy young men (22 years old ± 2.61; Supplementary Table 1 for participants characteristics), underwent eight TMS/EEG recordings during ~29-h of continuous wakefulness. This sleep deprivation was conducted under strictly controlled behavioural and environmental conditions (constant routine protocol) to minimize external and internal factors masking circadian rhythmicity (Fig. 1). The frontal cortex supplementary motor area was chosen as stimulation target because it is highly sensitive to sleep deprivation,\textsuperscript{26} as previously investigated using TMS/EEG.\textsuperscript{10} TMS sessions were scheduled to adequately detect any predicted changes near the putative WMZ and SPZ. During TMS/EEG recordings, participants performed a simple visual vigilance task to assess performance as well as to exclude TMS/EEG segments during vigilance lapses from the analyses.\textsuperscript{10} For the analyses all data were aligned to circadian phase as determined from individual melatonin profiles.\textsuperscript{27} Participants were not provided with any information about time of day or the frequency and timing of assessments during the entire protocol to prevent any bias related to expectations on how one’s brain state should change in relation to these variables (for example, it is 23:00, I must be sleepy).

Each TMS/EEG acquisition was preceded by a 2-min eyes open spontaneous waking EEG recording to extract theta frequency

![Figure 1: Experimental protocol](image)

*Figure 1 | Experimental protocol.* Participants underwent a 29 h sustained wakefulness protocol under constant routine conditions (no time-of-day information, constant dim light (<5 lux), external temperature and semi-recumbent posture, regular liquid isocaloric intake, sound proofed rooms). TMS-evoked EEG potential (TEP) were recorded eight times (>250 trials per session; violet triangles □) and test batteries including the psychomotor vigilance task (PVT; turquoise circle ○) were completed 12 times. TMS/EEG sessions were scheduled throughout the 29-h period with higher frequency around the wake-maintenance (WMZ) and sleep-promoting zones (SPZ), the timing of which was predicted based on habitual sleep times (data realigned a posteriori). During TMS/EEG sessions, participants performed a visual vigilance task consisting in maintaining a constantly moving cursor in the centre of a computer screen to assess simultaneous performance and exclude vigilance lapses. Saliva samples were collected hourly for melatonin and cortisol assays, together with subjective sleepiness and affect measures. Relative clock time displayed is for a participant with a 23:00–07:00 sleep–wake schedule. Prep: 5 preparatory hours, including test battery task practice (<5 lux). Baseline night: 8 h night of sleep in darkness at habitual sleep times and under EEG recording.
band power (4.5–7.5 Hz), an established marker of alertness and sleep need. In between TMS/EEG sessions, participants also completed an auditory psychomotor vigilance task (PVT)\(^{28}\), used to monitor sustained attention. Subjective sleepiness and affect dimensions were assessed hourly. All these classical alertness-related measures exhibited typical and statistically significant variations during the protocol, with relatively stable values during the normal waking day period, followed by decrements during the biological night and subsequent partial recovery during the next day\(^2\) (PROC MIXED; \(n = 22\); \(P < 0.002\)) (Supplementary Fig. 1).

Non-linear cortical excitability change with wakefulness. Cortical excitability was inferred from the amplitude and slope of the first component of the TMS-evoked EEG potential (TEP; 0–30 ms post-TMS)\(^{10}\), measured at the electrode closest to the maximally stimulated brain location (hotspot). Both TEP amplitude and slope significantly changed with time awake (PROC MIXED; \(n = 22\); \(P < 0.0001\)) (Fig. 2; see Supplementary Fig. 2 for non-standardized values). Post hoc analysis showed that cortical excitability increased globally from the first to the last session of the protocol (\(n = 22\); amplitude: \(P_{\text{corr}} = 0.025\); slope: \(P_{\text{corr}} = 0.064\)). All post hoc analyses for PROC MIXED were performed with Kenward-Roger’s multiple comparison correction. However, the dynamics of this increase was not linear. A marked significant local decrease was observed from the afternoon session (S2) to the evening session (S3), close to the onset of melatonin secretion, in the WMZ (amplitude: \(P_{\text{corr}} = 0.037\); slope: \(P_{\text{corr}} = 0.058\)). Both amplitude and slope then significantly increased up to the seventh session (S7) around the maximum of cortisol secretion (Fig. 3d), at the end of the putative early morning SPZ (\(n = 22\); \(P_{\text{corr}} < 0.0001\)). This sharp increase appeared to subsequently cease 3 h later, in the last session (S8) of the protocol, which was no longer significantly different from the previous one (\(n = 22\); \(P_{\text{corr}} < 0.8\)).

Importantly, changes in estimated cortical excitability followed a similar pattern when inferring amplitude and slope of the TEP first component from a dipole computed at the hotspot, following EEG source reconstruction, that is, based on separate analyzes using signals from all available EEG electrodes (Supplementary Fig. 3). These results confirm that human cortical excitability varies with extended wakefulness\(^{10}\) but reveal local non-linear variations compatible with a strong influence of the circadian timing system, in addition to a linear trend likely related to sleep homeostasis.

Cortical excitability correlates with circadian/sleep need markers. To further investigate this dual influence, we compared the predictive value of two different models to explain the observed time course of cortical excitability. The first fit consisted of a linear function representing the progressive build-up of sleep pressure\(^{29}\). The second fit comprised a 24 h period sine-wave function, centred on individual melatonin secretion onset, aimed at modelling the circadian signal\(^{30}\) (Fig. 3a). Both fits turned out to be good predictors of observed data, as indexed by low error indices.

In a next step, we related cortical excitability to individual standard measures of sleep homeostasis and circadian rhythm. We first associated cortical excitability to a
well-established marker of sleep pressure: NREM sleep slow wave activity (SWA)\(^2\). Individual dissipation rate of SWA reflects individual sleep homoeostasis efficacy in eliminating sleep pressure\(^3\). In our protocol, The first and last session were recorded 24 h apart at the same circadian phase (11:00 for an individual waking up at 07:00), such that their comparison should exclusively reflect the impact of time awake, that is, the build-up of sleep pressure. Regression analysis showed that SWA dissipation rate during the baseline night before sleep deprivation was positively associated with the build-up in cortical excitability in this interval (PROC REG; \(n = 18\); \(R^2 > 0.22\); \(P < 0.037\)) (Fig. 3b,c).

Cortisol rhythm is characterized by declining values during the biological day, with a nadir near the WMZ, and rising values during the biological night with a peak at habitual wake time\(^3\). This is in contrast to the melatonin rhythm which is characterized by an on–off time course with very low levels during the day and high values during the night. We therefore evaluated a possible link between cortisol and cortical excitability dynamics. We found that cortisol levels covaried positively with increased TEP amplitude and slope over the entire protocol (Fig. 3d; analysis of covariance (ANCOVA); \(n = 22\); \(R^2 > 0.24\), \(P < 0.0001\)). As it has been hypothesized that the amplitude of the cortisol rhythm may reflect the strength of a circadian signal\(^27\), we then

**Figure 3 | The circadian system modulates cortical excitability.** (a) Individual cortical excitability measured by TEP amplitude (dashed line represents average z-scored TEP amplitude) was fitted with linear (red) and 24 h period sine-wave (blue) functions to mimic sleep pressure build-up and the circadian signal respectively. Error sum of squares (ESS) was <10 for both indices (amplitude: ESS linear fit = 4.9, \(P < 0.0001\); ESS sine fit = 4.1, \(P < 0.0001\); slope: ESS linear fit = 5.19, \(P < 0.0001\); ESS sine fit = 4.24, \(P < 0.0001\)). (b) Slow wave activity across the first four cycles of sleep baseline night was fitted to compute individual dissipation rate (schematically shown by red arrow). Each dot represents SWA of an individual sleep cycle (four identical symbols per participant). (c) Regression analysis showed that individual dissipation rate was positively correlated with the increase in cortical excitability from first to last session, recorded 24 h apart, at the same circadian phase, following a normal night of sleep and after sleep deprivation (\(n = 18\); amplitude: \(P = 0.044\); \(R^2 = 0.23\); slope: \(P = 0.036\), \(R^2 = 0.25\)). (d) Cortisol (yellow) and subjective stress (red) levels. Salivary cortisol concentration was not significantly different between the first and the last protocol samples, collected 24 h apart, at the same circadian phase, following a normal night of sleep and after sleep deprivation (\(n = 22\); \(F_{(28,482)} = 13.44\), \(P < 0.0001\)). Dashed line: shape of TEP z-scored amplitude dynamics. (e) Regression analysis revealed that individual fitted amplitude of cortisol secretion over the protocol was positively associated with the decrease in cortical excitability measured around the wake-maintenance zone (\(n = 20\); amplitude: \(P = 0.017\); \(R^2 = 0.24\); slope: \(P = 0.023\), \(R^2 = 0.21\)).
investigated whether the amplitude of the cortisol rhythm is related to the non-linear change in cortical excitability. Regression analysis revealed a significant positive association between individual estimates of cortisol amplitude during the protocol and the decrease in cortical excitability from the afternoon session to the evening WMZ session (PROC REG; \( n = 20; \ r^2 > 0.21; \ P < 0.023 \) (Fig. 3e)).

Collectively, these findings speak to a critical role for sleep homeostasis on the dynamics of cortical excitability but they also indicate a relationship with the variation of a classical ‘hand-of-the-clock’ endocrine marker which putatively reflects individual circadian strength.

Cortical excitability correlates with theta power and behaviour. Finally, we investigated whether the dynamics in cortical excitability, which arguably reflect a circadian influence, could constitute the neuronal bases for variations in individual brain system-level and behavioural measures, for which a circadian influence is widely accepted. We found that TEP amplitude and slope significantly covaried with theta power over the frontal region across the 29 h of sustained wakefulness, with high cortical excitability associated with high theta power (ANCOVA; \( n = 22; \ r^2 = 0.69, \ P < 0.0001 \); slope: \( r^2 = 0.69, \ P < 0.0001 \) (Fig. 4a–c)). This association was specific to theta power and was not observed for delta (0.75–4 Hz; ANCOVA; \( n = 22, \ r^2 \leq 0.05; \ P > 0.95 \), alpha (8–12 Hz; ANCOVA; \( n = 22, \ r^2 \leq 0.07, \ P > 0.77 \), sigma (12.5–18 Hz; ANCOVA; \( n = 22, \ r^2 \leq 0.13, \ P > 0.13 \) and beta powers (18.5–30 Hz; ANCOVA; \( n = 22, \ r^2 = 0.08; \ P > 0.66 \) (Supplementary Fig. 4)).

We then focused on the vigilance task which was performed simultaneously with the TMS/EEG recordings. Task performance showed non-linear changes across the protocol (PROC MIXED; \( n = 22 \); main effect of circadian phase: \( F(7,122) = 13.78; \ P < 0.0001 \) and was significantly linked to cortical excitability dynamics such that higher indices of cortical excitability associated with worst performance (ANCOVA; \( n = 22; \ r^2 = 0.23, \ P < 0.03 \) (Fig. 4d,e)). Dynamics of cortical excitability also appeared to translate to the dynamics of subjective feelings. A last set of analyses showed that increases in subjective sleepiness (Fig. 4a,b) and negative affect (anxiety, stress and fatigue) and reductions in positive affect (mood, motivation and sociability) were related to increases in TEP amplitude and slope (ANCOVA; \( n = 22, \ r^2 > 0.4, \ P < 0.0001 \). Altogether, these findings point towards a direct relationship between cortical excitability profiles and brain system-level or behavioural measure dynamics.

Discussion

Our study confirms that cortical excitability, defined as the electrical reactivity of cortical neurons to a direct perturbation (TMS in the present case), is affected by the duration of wakefulness\(^2\),\(^9\),\(^10\), but it also demonstrates that cortical excitability is significantly modulated by circadian phase. An exclusive dependency on wakefulness duration would have led to a monotonous increase in cortical excitability with time awake. Our data show, however, that the initial increase in cortical excitability during a normal waking day returns to baseline value around the evening WMZ. In the context of our protocol, this evening excitability reduction can only be explained through an endogenous circadian influence independent of sleep, because the participants did not nap, had no direct knowledge of clock time and all environmental and behavioural conditions were kept constant. Reduction of cortical excitability would therefore represent a previously unappreciated marker of the circadian mechanisms by which performance is maintained at the end of a normal waking day, when sleep pressure is high.

Our results provide indeed a strong link between cortical reactivity, system-level measures of brain function (spontaneous waking EEG theta power) and behaviour (vigilance task, subjective feelings). Hence, the well-recognized non-linear variation in cognitive performance and subjective feeling during extended wakefulness\(^3\) appears to be related to basic aspect of neuronal function, that is, cortical excitability. During the biological night, cortical excitability exhibited a marked increase which coincided with decrements in performance, subjective feelings and objective EEG measure of alertness. Our data also suggest that the typical recovery observed in the morning of the second day of sustained wakefulness, as indexed by spontaneous waking EEG and behavioural measures, is mirrored by a decrease or at least a stabilization of cortical excitability. Further support for this statement would, however, require the demonstration of a significant reduction in cortical excitability following more extreme sleep deprivation.

Altogether, these findings strongly suggest that sleep is not the only process that regulates and restores neuronal function, as previously pointed out\(^5\). It has been suggested that mammals with weak circadian rhythms (for example, endotherm versus ectotherm) do not show evident circadian variations in synaptic function over the sleep–wake cycle\(^6\). This could explain in part why most previous studies have associated synaptic changes mostly with the sleep–wake rather than the circadian cycle\(^7\). Here we show that when vigilance state is kept constant, that is, participants remain awake in a constant routine protocol, circadian variations in neuronal and synaptic function become evident also in humans. The full separation and quantification of sleep homeostasis and circadian influence is not possible using a constant routine protocol, during which wakefulness extension is always accompanied by concomitant changes in sleep pressure and circadian phase, and would require a forced desynchrony paradigm\(^5\). Our data show nevertheless that variations in cortical excitability are most obvious in individuals with strongest variations in spontaneous EEG activity, performance and subjective feeling as well as in those that have the largest amplitude in cortisol secretion, hypothesized to relate to the strength of the circadian wake promoting signal\(^8\). Cortical excitability also covaried with cortisol level which has been reported to rapidly affect synaptic function\(^2\),\(^3\),\(^3\),\(^4\). As a strongly circadian-driven signal, cortisol secretion could therefore mediate in part circadian variations in cortical excitability\(^8\),\(^3\),\(^5\). Cortisol co-variation with excitability could also reflect that they are both strongly influenced by the circadian system without a direct causal effect of cortisol. Core body temperature variation, also under circadian control, could equally contribute to the effect we report, as previously suggested\(^2\),\(^8\). However, the frequency specific effects of the circadian modulation of the wake EEG as assessed in a forced desynchrony protocol make it unlikely that all of the circadian effects can be attributed to temperature\(^8\).

In addition to its tonic circadian secretion, cortisol level also varies phasically with stress exposure. This phasic secretion has been suggested to mediate in part the effect of sleep deprivation in rodents\(^8\). We consider however that stress and stress-induced cortisol secretion are unlikely to have contributed significantly to cortical excitability dynamics in our protocol. First, subjective stress levels were relatively low in our sample, even though they did show previously reported significant circadian-related variations\(^37\) \( (P < 0.0001) \) (Fig. 3d). Second, salivary cortisol levels of our participants did not exceed laboratory norms\(^38\). And finally, cortisol followed its typical circadian secretion profile\(^32\) in our sample, and cortisol levels at the end of the protocol were not significantly different from the beginning of the protocol, that is, at same circadian phase but 24 h apart (cf. Fig. 3; \( P_{corr} = 1 \)).
Importantly, our results do not preclude a previously reported influence of sleep and sleep homoeostasis on synaptic function\(^{10}\). In our data, the overall build-up in cortical excitability, from the morning after a normal night of sleep to 24 h later following continuous wakefulness, is related to the individual differences in the dissipation of slow wave activity during sleep. This dissipation is mainly related to sleep homoeostasis, although for this variable, circadian influences are becoming evident\(^{21–23}\), including a study of ours\(^{10}\). In those studies time resolution was poorer (less assessments included over 24 h) and constant routine conditions were not implemented such that food intake, light exposure and physical activity for instance may have masked circadian rhythmicity\(^{25}\). In addition, in previous studies, the knowledge of time of day and of the number of assessments may have induced phasic motivation or engagement during experimental recordings\(^{40}\). Constant routine conditions, although strictly controlled should, however, not be considered as impoverished. Demanding test batteries are regularly performed, social interactions with researchers occur and participants engage in quiet activities between tests (reading, watching video, drawing, and so on—low light and acoustic levels). Therefore, we do not consider constant routine to have had a major impact on wake and use-dependent aspects of sleep.

Methodological differences are likely to explain the absence of circadian modulation of cortical excitability in previous studies\(^{21–23}\), including a study of ours\(^{10}\). In those studies time resolution was poorer (less assessments included over 24 h) and constant routine conditions were not implemented such that food intake, light exposure and physical activity for instance may have masked circadian rhythmicity\(^{25}\). In addition, in previous studies, the knowledge of time of day and of the number of assessments may have induced phasic motivation or engagement during experimental recordings\(^{40}\). Constant routine conditions, although strictly controlled should, however, not be considered as impoverished. Demanding test batteries are regularly performed, social interactions with researchers occur and participants engage in quiet activities between tests (reading, watching video, drawing, and so on—low light and acoustic levels). Therefore, we do not consider constant routine to have had a major impact on wake and use-dependent aspects of sleep.
homeostasis, as participants’ activities were intellectually demanding, resembled daily activity and included learning of novel information. Finally, in prior studies, prior sleep–wake history was also not as carefully controlled as in the present study and data were not realigned to the onset of melatonin secretion, as a marker of circadian phase. This implies that in previous studies prior chronic sleep restriction may have not been fully dissipated before the experiment and that a 21:00 assessment in a given study could in fact represent a very different combination of sleep pressure and circadian phase than an assessment at 14 h.

As a whole, our study, based on a relatively large sample and on repeated assessments over the 24 h day–night cycle, provides novel insights in the regulation of neuronal and synaptic function in healthy individuals and demonstrates that cortical excitability dynamics is strongly influenced by circadian rhythmicity. Its full characterization holds promise for cognitive enhancement in healthy and clinical brains.

Methods

Participants. The study was approved by the Ethics Committee of the Medicine Faculty of the University of Liege. Participants gave their consent to the experiment after the nature and possible consequences of the studies were explained and received a financial compensation. Twenty-four healthy Caucasian men (18–30 years) were enrolled. Women were excluded from the study as changes in ovarian hormones may influence cortical excitability in humans. Other exclusion criteria included: (1) BMI ≤18 and ≥25; (2) psychiatric history, severe trauma, sleep disorders; (3) addiction, chronic medication; (4) smokers, excessive alcohol (>14 doses per week) or caffeine (>3 cups per day) consumption; (5) night shift workers during the last year; (6) transmeridian travel during the past 2 months; (7) anxiety or depression; (8) poor-sleep quality; (9) excessive self-reported daytime sleepiness. One participant was excluded due to a melatonin phase-delay >6 h; compared with the remainder of the sample, and one due to low EEG recording quality. Thus, data presented here include 22 participants. Supplementary Table 1 summarizes the demographic characteristics of the final study sample. Participants were recruited based on a polymorphism in PERIOD3 (PER3 variable number of tandem repeat, with 4 or 5 repeats)10, but genotype was ignored in the analysis given the limited sample size of PER347 genotype (7 PER33 for 15 PER34).

Experimental protocol. Participants first completed a ‘pretest’ TMS/EEG session to determine the optimal TMS parameters providing artefact-free EEG recordings. The left or right supplementary motor area (SMA) was set as stimulation target for right or left handed, respectively. This brain area was identical to3 and was chosen for the following reasons: (1) it is close to the entire frontal lobe and SMA, starting at an exquisitely sensitive to sleep pressure, including at the neuronal level, as indicated in a previous EEG-TMS experiment11; (2) it plays a key role in cognitive performance, and is heavily connected to the prefrontal cortex12; (3) its stimulation does not trigger muscle activation, sources of EEG signal contamination.

The second step consisted of a laboratory polysomnographically monitored habituation night to exclude potential sleep disorders. During the 7 days preceding the study, participants kept a regular sleep–wake schedule of 8 h sleep duration (±15 min). Compliance was verified using wrist actigraphy (Actiwatch, Cambridge Neurotechnology, UK) and sleep diaries (Supplementary Table 1). Participants were requested to abstain from all caffeine- and alcohol-containing beverages and from intense physical activity for 3 days preceding the study.

For the experiment per se, participants arrived at the laboratory ~6 h before their habitual sleep time. They were maintained in dim-light from there on (5<.lux, except for sleep episode in complete darkness) and trained twice on the baseline battery. They slept for 8 h after 11 h sleep baseline the SMA is exquisitely sensitive to sleep pressure, including at the neuronal level, as indicated in a previous EEG-TMS experiment11; (2) it plays a key role in cognitive performance, and is heavily connected to the prefrontal cortex12; (3) its stimulation does not trigger muscle activation, sources of EEG signal contamination.

The second step consisted of a laboratory polysomnographically monitored habituation night to exclude potential sleep disorders. During the 7 days preceding the study, participants kept a regular sleep–wake schedule of 8 h sleep duration (±15 min). Compliance was verified using wrist actigraphy (Actiwatch, Cambridge Neurotechnology, UK) and sleep diaries (Supplementary Table 1). Participants were requested to abstain from all caffeine- and alcohol-containing beverages and from intense physical activity for 3 days preceding the study.

For the experiment per se, participants arrived at the laboratory ~6 h before their habitual sleep time. They were maintained in dim-light from there on (5<.lux, except for sleep episode in complete darkness) and trained twice on the baseline battery. They slept for 8 h after 11 h sleep baseline the SMA is exquisitely sensitive to sleep pressure, including at the neuronal level, as indicated in a previous EEG-TMS experiment11; (2) it plays a key role in cognitive performance, and is heavily connected to the prefrontal cortex12; (3) its stimulation does not trigger muscle activation, sources of EEG signal contamination.

The second step consisted of a laboratory polysomnographically monitored habituation night to exclude potential sleep disorders. During the 7 days preceding the study, participants kept a regular sleep–wake schedule of 8 h sleep duration (±15 min). Compliance was verified using wrist actigraphy (Actiwatch, Cambridge Neurotechnology, UK) and sleep diaries (Supplementary Table 1). Participants were requested to abstain from all caffeine- and alcohol-containing beverages and from intense physical activity for 3 days preceding the study.

For the experiment per se, participants arrived at the laboratory ~6 h before their habitual sleep time. They were maintained in dim-light from there on (5<.lux, except for sleep episode in complete darkness) and trained twice on the baseline battery. They slept for 8 h after 11 h sleep baseline the SMA is exquisitely sensitive to sleep pressure, including at the neuronal level, as indicated in a previous EEG-TMS experiment11; (2) it plays a key role in cognitive performance, and is heavily connected to the prefrontal cortex12; (3) its stimulation does not trigger muscle activation, sources of EEG signal contamination.

The second step consisted of a laboratory polysomnographically monitored habituation night to exclude potential sleep disorders. During the 7 days preceding the study, participants kept a regular sleep–wake schedule of 8 h sleep duration (±15 min). Compliance was verified using wrist actigraphy (Actiwatch, Cambridge Neurotechnology, UK) and sleep diaries (Supplementary Table 1). Participants were requested to abstain from all caffeine- and alcohol-containing beverages and from intense physical activity for 3 days preceding the study.

For the experiment per se, participants arrived at the laboratory ~6 h before their habitual sleep time. They were maintained in dim-light from there on (5<.lux, except for sleep episode in complete darkness) and trained twice on the baseline battery. They slept for 8 h after 11 h sleep baseline the SMA is exquisitely sensitive to sleep pressure, including at the neuronal level, as indicated in a previous EEG-TMS experiment11; (2) it plays a key role in cognitive performance, and is heavily connected to the prefrontal cortex12; (3) its stimulation does not trigger muscle activation, sources of EEG signal contamination.

The second step consisted of a laboratory polysomnographically monitored habituation night to exclude potential sleep disorders. During the 7 days preceding the study, participants kept a regular sleep–wake schedule of 8 h sleep duration (±15 min). Compliance was verified using wrist actigraphy (Actiwatch, Cambridge Neurotechnology, UK) and sleep diaries (Supplementary Table 1). Participants were requested to abstain from all caffeine- and alcohol-containing beverages and from intense physical activity for 3 days preceding the study.
TMS responses were recorded with a 60-channel TMS-compatible EEG amplifier (Eximia; Nexstim), equipped with a proprietary sample-and-hold circuit equipment guaranteeing TMS artifact-free data 8 ms post TMS.

Electrooculogram was recorded with two additional bipolar electrodes. Participants were the EEG cap during the entire constant routine protocol and electrodes impedance was kept below 30 kΩ. Sigma 6 band-pass-filtered between 0.1 and 300 Hz and sampled at 1,450 Hz. Each EEG/TMS session each with a neuroevoked navigation of the location of each electrode. Auditory EEG potentials (AEP) evoked by the TMS and bone conductance were minimized by diffusing a continuous loud white masking noise through earplugs and applying a thin foam layer between the EEG cap and the TMS coil, respectively. Each session was followed by a ‘sham’ session consisting in 30–40 TMS pulses delivered parallel to the scalp while white noise was diffused with the same level. Absence of AEP was checked online on Cz between 0 and 300 ms post TMS.

**Spontaneous waking and sleep EEG acquisition.** Spontaneous quiet waking EEG was recorded prior to each TMS session using the same 60-channel TMS-compatible EEG (+ 2 EOG) amplifier (Eximia; Nexstim). Participants were instructed to fix a black dot during 2 min while relaxing and suppressing blinking.

Sleep EEG data were recorded using a V-Amp 16 amplifier (Brain Products GmbH, Gilching, Germany) according to 10/20 system. The habituation night montage consisted of a full PSG with five EEG channels (Fz, Cz, Pz, Oz, C3) referenced to left and right mastoids (A1 and A2), two bipolar electrocardiogram channels, two bipolar electrodes placed on a leg to check for periodic movements and an oximeter for sleep related breathing disorder detection. Baseline night montage consisted of 11 EEG channels (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4, Oz) referenced to left and right mastoids (A1 and A2) and two bipolar EOG and two bipolar electromyogram (EMG) channels. EEG data were digitized at a sampling rate of 500 Hz.

**TMS vigilance task.** While recording TMS-evoked EEG responses, participants performed a visual task (CTT) to monitor their vigilance level. The task consisted of keeping a constantly randomly moving cursor on a target located in the centre of a computer screen, using a trackball device. Performance to the task was computed as the average distance, in pixels, between the cursor and the target during EEG/TMS recordings. Robust averaging was performed using 500 ms from the last trackball movement. The lapse period included the period between the last trackball movement and the lapse detection. TMS-evoked responses occurring during and <1 s from a lapse were discarded from the analyses.

**Psychomotor vigilance task.** Participants were required to press a computer space bar as soon as an auditory signal, presented at a random interval of 3–7 s, occurred. The PVT lasted 5 min. Session performance was inferred from the median reaction time following removal of lapses (>500 ms), anticipation (<100 ms) and error (>3,000 ms). Saliva collection for melatonin and cortisol assays. Saliva samples were first placed at 4°C, prior centrifugation and congelation at −20°C within 12 h. Salivary melatonin and cortisol were measured by radioimmunossay (Stocklund Gr, Guildford, UK), as previously described. Of a total of 624 samples, 546 were analysed in duplicate for melatonin concentration. The limit of detection of the assay for melatonin was 0.8 ± 0.2 pmol ml⁻¹ using 500 μl volumes. Of a total of 631 samples, 631 were analysed in duplicate for cortisol concentration. The limit of detection of the assay for cortisol was 0.37 ± 0.05 nmol l⁻¹ using 500 μl volumes.

**TMS/EEG data analysis.** TMS/EEG data pre-processing was computed using Statistical Parametric Mapping 12 (SPM12, http://www.fil.ion.ucl.ac.uk/spm) implemented in Matlab 2011a (The Mathworks Inc, Natick, MA). Continuous EEG recordings were successively re-referenced to the average of all good channels, low-pass filtered at 80 Hz, downsampled from 1,450 to 1,000 Hz, and high-pass filtered at 1 Hz, split into epochs between −101 and 300 ms around TMS pulses, and baseline corrected −101 to −1.5 ms pre-TMS periods. Robust averaging was applied to compute the mean evoked response of each session. Cortical excitability was inferred from the amplitude and slope of the first EEG component (0–30 ms) of the TEP measured at the artifact-free electrode closest from the hotspot (that is, brain location with highest TMS-induced electrical field estimated by the neuromagnetics system). The latter electrode was always located in the stimulated brain hemisphere. It could vary across participants but remained constant at the individual level. TEP amplitude and slope were also extracted from a reconstructed signal at the hotspot using localization of equivalent current dipole.

**Spontaneous waking and sleep EEG analyses.** Waking EEG data were analysed with MATLAB (2011a, The Mathworks Inc, Natick, MA). Data pre-processing was performed using Statistical Parametric Mapping 12 (SPM12, http://www.fil.ion.ucl.ac.uk/spm). Artefacted channels were rejected after visual inspection. Continuous EEG recordings were downsampled from 1,450 to 500 Hz. Data were then manually and visually scored offline for artefacts (eye blinks, body movements, and slow eye movements). Power spectral densities were computed using a fast Fourier transform on artifact-free 4-s, overlapping by 2 s, using the Welch’s method (pwelch function in MATLAB 7.5.0). EEG activity was computed over frontal region (F1P, FPz, FP2, AF1, AFz, AF2, F7, F3, F1, Fz, F2, F4 and F8) for delta (0.75–4 Hz), theta (4.5–7.5 Hz), alpha (12.5–18 Hz) and beta (18.5–30 Hz) frequency bands over the entire 2-min recording.

Sleep EEG recordings were re-referenced to the average of both mastoids and band-pass filtered between 0.5 and 25 Hz. Data were visually inspected for artefact and manually scored for sleep stages on a 30-s epoch basis using FASSST (an SPM compatible toolbox) and REM/NREM classification software. One baseline night was excluded from analyses because of poor quality of the recording (n = 21). NREM-REM sleep cycles were determined according to Feinberg and Floyd. Power spectra were computed using a fast Fourier transform on successive 4-s epochs, overlapping by 2 s and weighted by a Hanning window.

**Statistics.** All statistical analyses were performed with SAS version 9.3 (SAS Institute, Cary, NC, USA). For TEP amplitude and slope, cortisol level, KSS and PVT measures, standardization was provided by a z-score at individual level. TMS vigilance task was normalized by dividing performance to the duration of task and then z-scored. Frontal waking theta activity was normalized by dividing theta power by the sum of frequencies within 0.75 and 20 Hz over the same region. The time course of cortical excitability (that is, TEP amplitude and slope) was examined with mixed-model analyses of variance for repeated measures (PROC MIXED), with within-subject factor ‘circular phase’. Contrasts were assessed with Difference of Least Square Means statement. TEP amplitude and slope were realigned, at the individual level, to dim-light melatonin onset (DLMO). Estimation of circadian phase (where 0° = individual DLMO) was determined based on raw values. The four first samples were disregarded and maximum secretion level was set as the median of the three highest concentrations during the constant routine. Baseline level was set to be the median of the values collected from wake-up time + 5 h to wake-up time + 10 h. DLMO was computed as the time at which melatonin level reach 20% of the baseline to maximum difference (following linear interpolation).

ANOVA were performed to estimate how TEP amplitude and slope were associated to theta EEG activity, subjective sleepiness and effects, cortisol level, and TMS vigilance task behavioral scores. To investigate the influence of sleep homeostasis and circadian rhythmicity on cortical excitability, TEP amplitude and slope were fitted, respectively, linear and sine-wave functions:

Linear function: \( \text{Var} = (C + L \times t) \), where \( C \) corresponds to initial constant and \( L \) is the linear increment across time.

Sine-wave function: \( \text{Var} = \text{Mesor} + \text{Amplitude} \times \sin((\text{sample} \times \pi/24)) \), where mesor, amplitude, and time are free parameters, \( t \) represents clock time \( t\) at which a sample is collected.

Estimated cortical secretion profile was obtained using this sine-wave function. The amplitude of cortisol estimated secretion, as a proxy of the circadian signal strength, was derived from the difference between the maximal and minimal cortisol predicted values.

An exponential decay function (PROC NLIN, SAS 9.3) was fitted to sleep delta data power (0.75–4 Hz) of the first four sleep cycles and derived from the frontal derivations, known to be more sensitive to sleep deprivation: \( \text{SWA} = \left( \text{SWA}_0 \times \exp(-t \times r) \right) \), the amount of initial slow wave activity (SWA) and its dissipation rate \( r \) were derived.

Regression (PROC REG) were also performed between individual estimated cortisol amplitude and the TEP amplitude and slope decrease from session 2 to session 3 (two participants were excluded from this latter analysis because one showed a cortisol amplitude more than 3 standard deviations above the sample mean and another because the TMS responses of session 2 were of poor quality); 2) between individual estimated slow wave activity dissipation rate \( r \) and the TEP amplitude and slope increase from the first to the last session (four participants were excluded from this latter analysis because two showed dissipation more than 3 standard deviations above the sample mean and two had a TMS response during first or last session of poor quality).

**Data availability.** The authors declare that the data that support the findings of this study are available from the corresponding author upon request.

**References.**


Mongrain, V. et al. Separating the contribution of glucocorticoids and wakefulness to the molecular and electrophysiological correlates of sleep homeostasis. Sleep 33, 1147–1157 (2010).


J.Q.M.L. acquired and analysed the data, provided technical expertise on the TMS/EEG and wrote the paper. G.G. and S.L.C. acquired and analysed the data and wrote the paper. S.P., C.B. and A.B. acquired the data. M.R. and S.S. provided expertise for TMS/EEG acquisitions. B.M. performed melatonin/cortisol assays. D.J.D. provided expertise for the statistical analysis and study design and wrote the paper. A.L. and S.N.A. provided expertise for the statistical analysis. C.P. provided expertise for EEG data analyzes. M.M. designed the experiment, provided expertise for TMS/EEG acquisitions, and wrote the paper. P.M. designed the experiment and wrote the paper. G.V. designed the experiment, acquired and analysed the data, and wrote the paper.

Supplementary Information accompanies this paper at http://www.nature.com/naturecommunications

Competing financial interests: The authors declare no competing financial interests.


This work is licensed under a Creative Commons Attribution 4.0 International License. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, users will need to obtain permission from the license holder to reproduce the material. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/
Phase I, Paper 2: Human fronto-parietal response scattering subserves vigilance at night


After having investigated the local TMS-related effects at the brain cortical level in young participants (18-30 y), the next step is to investigate global TMS-related effects on the same group of volunteers. In this paper, we investigate the profile of cortical scattering to the initial TMS, and we do a first attempt to measure the cortical response complexity. We are interested in unravelling global cortical modifications during a night without sleep, when the vigilance performance is clearly impaired, because a high sleep pressure is no longer counteracted by the circadian alerting signal. We hypothesise that both fronto-parietal response scattering and complexity will change with time spent awake and according to the internal circadian clock. During a night without sleep, we expect a decrease of cortical response scattering –possibly reflecting reduced cross-talk between cortical regions– and a decrease of cortical response complexity –reflecting a reduced neuronal information content. These changes at the cortical level will correlate with the vigilance impairment typically observed during this night-time window. Results disclose that fronto-parietal response scattering significantly changes with time spent awake, while –contrary to our expectations– response complexity does not. Data further suggest that fronto-parietal response scattering tends to decrease during night-time wakefulness: lower night-time level is correlated with worse vigilance performance and lower alertness. These results reiterate that cortico-cortical transmission varies during prolonged wakefulness, which may contribute to explain why vigilance performance is affected during a night without sleep.
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ABSTRACT

Lack of sleep has a considerable impact on vigilance: we perform worse, we make more errors, particularly at night, when we should be sleeping. Measures of brain functional connectivity suggest that decrease in vigilance during sleep loss is associated with an impaired cross-talk within the fronto-parietal cortex. However, fronto-parietal effective connectivity, which is more closely related to the causal cross-talk between brain regions, remains unexplored during prolonged wakefulness. In addition, no study has simultaneously investigated brain effective connectivity and wake-related changes in vigilance, preventing the concurrent incorporation of the two aspects. Here, we used electroencephalography (EEG) to record responses evoked by Transcranial Magnetic Stimulation (TMS) applied over the frontal lobe in 23 healthy young men (18–30 yr.), while they simultaneously performed a vigilance task, during 8 sessions spread over 29 h of sustained wakefulness. We assessed Response Scattering (ReSc), an estimate of effective connectivity, as the propagation of TMS-evoked EEG responses over the fronto-parietal cortex. Results disclose a significant change in fronto-parietal ReSc with time spent awake. When focusing on the night-time period, participants with lower fronto-parietal ReSc performed worse on the vigilance task. Conversely, no association was detected during the well-rested, daytime period. Night-time fronto-parietal ReSc also correlated with objective EEG measures of sleepiness and alertness. These changes were not accompanied by variations in fronto-parietal response complexity. These results suggest that decreased brain response propagation within the fronto-parietal cortex is associated to increased vigilance failure during night-time prolonged wakefulness. This study reveals a novel facet of the detrimental effect on brain function of extended night-time waking hours, which is increasingly common in our societies.
Introduction

Modern lifestyle is associated with longer waking hours that perturb circadian rhythmicity and reduce sleep time. This negatively affects vigilance (Durmer and Dinges, 2005; Krause et al., 2017), a basic neuropsychological feature, yet essential to complex cognitive processes. It is defined as the ability to sustain attention on a series of stimuli over prolonged periods of time, or a state of readiness to detect and respond to certain small changes occurring at random time intervals in the environment (Oken et al., 2006; Posner and Petersen, 1990). Vigilance has been reported to suffer the most from insufficient sleep compared with complex cognitive aspects (Lim and Dinges, 2008; Lo et al., 2012). This is particularly the case when wakefulness is extended during the night, because the circadian timing system no longer opposes high sleep pressure, but rather promotes sleep, thereby amplifying the deleterious effects of high sleep pressure on waking performance (Cajochen et al., 1999). In fact, the misalignment between sleep-wake behavior and endogenous circadian time is a major cause of the night-time peak in errors and accidents (e.g. medical errors and car accidents) (Lim and Dinges, 2008; Philip and Akerstedt, 2006). Electrophysiology studies demonstrated that the drop of vigilance at night parallels a wake-dependent increase in the power of slow delta (0.75–4 Hz) and theta (4.5–7.5 Hz) frequency bands of the waking EEG, and a decrease in the power of faster alpha frequency band (8–12 Hz) (Aeschbach et al., 2001; Cajochen et al., 2002, 1999).

The brain substrates of vigilance encompass mainly frontal and parietal areas at the cortical level, and the thalamus at the subcortical level (Corbetta et al., 1993; Coull et al., 2004; Culham et al., 1998). Reduced fronto-parietal response to a vigilance task has been observed following a night of sleep deprivation (Poudel et al., 2013; Tomasi et al., 2009). Moreover, vigilance failures (lapses) were associated with reduced activation within these cortical and subcortical areas (Chee et al., 2008; Chee and Tan, 2010). Beyond abnormal brain activations, vigilance decline during sleep deprivation appears to be related to modifications in the cross-talk between brain areas. This is indicated by changes in spontaneous (i.e. task free) functional connectivity, showing reduced within-network connectivity (or integration) in the default mode and dorsal/ventral attention networks (including many frontal and parietal regions), and reduced segregation between these networks (De Havas et al., 2012; Sämann et al., 2010; Tüshaus et al., 2017; Yeo et al., 2015).

Functional connectivity is based on temporal correlations in brain activity, whereas effective connectivity refers to the ability of a set of neuronal elements to causally affect the firing of other neuronal groups within a system (Friston, 2011). Effective connectivity is therefore more directly related to the cross-talk between brain regions. Brain effective connectivity has been reported to change during sleep deprivation: Granger Causality measures of effective connectivity within the cingulate cortex decreased during task-free recordings of brain activity following sleep deprivation (Piantoni et al., 2013). Similarly to functional connectivity measures, the magnitude of this decrease in cingulate effective connectivity predicted vigilance performance, assessed after brain activity recording. However, variations in effective connectivity within the fronto-parietal cortex have not yet been assessed during prolonged wakefulness. Likewise, performance to a vigilance task has not yet been assessed simultaneously to effective connectivity measures.

Compared to wakefulness, effective connectivity sharply decreased during sleep, as probed by the propagation of a direct Transcranial Magnetic Stimulation (TMS) perturbation of neuronal activity (Massimino et al., 2005). This decrease in effective connectivity was associated with a reduction in the complexity of the cortical response: neuronal activity was less variable, more regular, i.e. neurons information content was impoverish during sleep compared to wakefulness (Casali et al., 2013). To our knowledge, a single study addressed variations of complexity driven by sleep loss (Abásolo et al., 2015), and found no significant changes. This study was however conducted on rat, and following 4 h of partial sleep deprivation. Whether effective connectivity changes induced by a full night of sleep deprivation in human fronto-parietal are accompanied by changes in response complexity remains unknown.

Here, we assessed variations in fronto-parietal Response Scattering (ReSc), based on TMS response propagation, during prolonged wakefulness while participants simultaneously performed a vigilance task. We hypothesized that wakefulness extension into the night is associated with a decrease in fronto-parietal ReSc, and consequently with a decrease in Response Complexity (ReC). Furthermore, since vigilance failures are more prominent at night, we anticipated that lower ReSc and ReC at night would be related to lower vigilance performance and lower markers of alertness.

Material and methods

Except for TMS Response Scattering (ReSc) and Response Complexity (ReC), data analyses are as in (Chellappa et al., 2016; Ly et al., 2016). The following section details nevertheless all aspects of the protocol and analyses.

Participants

The study was approved by the Ethics Committee of the Medicine Faculty of the University of Liége. Participants gave their written informed consent. Twenty four healthy Caucasian men (18–30 yr.) were enrolled. Women were excluded from the study as changes in ovarian hormones may influence cortical excitability in humans (Smith et al., 2002). Other exclusion criteria included: 1) Body Mass Index (BMI) <18 and ≥25; 2) psychiatric history, severe trauma, sleep disorders; 3) addiction, chronic medication; 4) smokers, excessive alcohol (>14 doses/week) or caffeine (>3 cups/day) consumption; 5) night shift workers during the last year; 6) transmeridian travel during the last two months; 7) anxiety or depression; 8) poor sleep quality; 9) excessive self-reported daytime sleepiness. One participant was excluded due to melatonin phase-delay >6 h compared to the remainder of the sample. Thus, data presented here include 23 participants. Table 1 summarizes the demographic characteristics of the final study sample.

Anxiety was measured by the 21 item Beck Anxiety Inventory (BAI) (Beck et al., 1988); mood by the 21 items Beck Depression Inventory II (BDI-II) (Steer et al., 1997); sleep quality by the Pittsburgh Sleep Quality Index Questionnaire (PSQI) (>7) (Buysse et al., 1989); daytime propensity to fall asleep in non-stimulating situations by the Epworth Sleepiness Scale (ESS ≤11) (Johns, 1991); chronotype by the Horne-Ostberg Questionnaire (lower than 42: evening types; 42–58: intermediate types; higher than 58: morning types) (Horne and Östberg, 1976).

Table 1

<table>
<thead>
<tr>
<th>N</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (yr.)</td>
<td>22.74 (2.58)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Caucasian</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>22.13 (2.07)</td>
</tr>
<tr>
<td>Right handed</td>
<td>17/23</td>
</tr>
<tr>
<td>Anxiety level (BAI)</td>
<td>1.17 (1.90)</td>
</tr>
<tr>
<td>Mood (BDI-II)</td>
<td>1.61 (2.10)</td>
</tr>
<tr>
<td>Caffeine (cups/day)</td>
<td>0.39 (0.50)</td>
</tr>
<tr>
<td>Alcohol (doses/week)</td>
<td>3.26 (3.21)</td>
</tr>
<tr>
<td>Sleep quality (PSQI)</td>
<td>4.10 (1.12)</td>
</tr>
<tr>
<td>Daytime propensity to fall asleep (ESS)</td>
<td>3.57 (2.78)</td>
</tr>
<tr>
<td>Chronotype (HO)</td>
<td>52.35 (4.92)</td>
</tr>
<tr>
<td>Sleep time (h:min, sleep diary)</td>
<td>23:23 (47 min)</td>
</tr>
<tr>
<td>Wake time (h:min, sleep diary)</td>
<td>7:24 (47 min)</td>
</tr>
<tr>
<td>Sleep time (h:min, actigraphy)</td>
<td>23:29 (47 min)</td>
</tr>
<tr>
<td>Wake time (h:min, actigraphy)</td>
<td>7:27 (46 min)</td>
</tr>
</tbody>
</table>
Experimental protocol

Participants first completed a pretest TMS-EEG session to determine optimal TMS parameters. The left or right supplementary motor area (SMA) was set as stimulation target for right or left-handed individuals, respectively. This brain area was chosen for the following reasons: 1) similar to the entire frontal lobe, the SMA is sensitive to sleep pressure (Huber et al., 2013; Ly et al., 2016); 2) it has extensive fronto-parietal cortico-cortical connections, making this area interesting for studying effective connectivity (Massimini et al., 2010, 2005; Rosanova et al., 2012); 3) it is engaged in continuous visuomotor vigilance task (Maquet et al., 2003; Poudel et al., 2013); 4) its stimulation does not trigger muscle activation artefact.

Participants completed a screening night of sleep to exclude major sleep disorders. During the 7 days preceding the study, they kept a regular 8 h sleep-wake schedule (~±15 min; verified using wrist actigraphy -Activwatch, Cambridge Neurotechnology, UK- and sleep diaries). Participants were requested to abstain from all caffeine and alcohol-containing beverages for 3 days preceding the study.

For the experiment per se, participants were maintained in dim-light for 6 h (~5 lux), prior to sleeping for 8 h at their habitual bedtime (in complete darkness). The TMS-compatible electrode cap was placed upon awakening prior to the 29 h of sustained wakefulness period under constant routine conditions (i.e. light ~5 lux, temperature ~19°C, regular isocaloric liquid meals and water, semi-recumbent position, no time-of-day information, sound proofed rooms). These conditions aim at minimizing external and internal factors masking circadian rhythmicity (Duffy and Dijk, 2002). Spontaneous quiet eyes-open waking EEG and TMS-evoked EEG potentials (TEP) were recorded 8 times during the prolonged wakefulness period to cover the entire near-24 h circadian cycle, with higher session frequency around the circadian wake maintenance (WMZ) and sleep promoting zones (SPZ) (Dijk and Czeisler, 1995) (1100, 1700, 2100, 2300, 0200, 0600, 0800, 1100, for a subject sleeping from 2400 to 0800; Fig. 1). Behavioral test batteries, including the psychomotor vigilance task (PVT), were carried out 12 times during the protocol in between TMS-EEG sessions (1200, 1400, 1600, 1800, 2000, 2200, 2400, 0300, 0500, 0700, 0900, 1200). Subjective sleepiness was assessed hourly using the Karolinska Sleepiness Scale (KSS) (Åkerstedt et al., 2014). Saliva samples were collected hourly for melatonin assays.

TMS-evoked EEG response acquisitions

TMS pulses were generated by a Focal Bipulse 8-coil (Exima; Nextrim, Helsinki, Finland). Stimulation target (SMA) was located on individual structural MRI by means of a neuronavigation system (Navigated Brain Stimulation; Nextrim). This device allows for reproducible evoked EEG responses (Rosanova et al., 2012) and precise target localization (FDA approval for presurgery). Each session included 250–300 trials. Inter-stimulus intervals were randomly jittered between 1900 and 2200 ms. TMS responses were recorded with a 60-channel TMS-compatible EEG amplifier (Exima; Nextrim), equipped with a proprietary sample-and-hold circuit that provides TMS artifact free data from 5 ms post-TMS (Virtanen et al., 1999). Electrooculogram was recorded with two additional bipolar electrodes. Participants wore the EEG cap during the entire constant routine protocol, and electrodes impedance was set below 5 kΩ prior to each recording session. Signal was band-pass-filtered between 0.1 and 500 Hz and sampled at 1450 Hz. Each TMS-EEG session ended with a neuronavigated digitization of the location of each electrode. Auditory EEG potentials (AEP) evoked by TMS and bone conductance were minimized by diffusing a continuous loud white noise through earplugs, and applying a thin foam layer between the EEG cap and the TMS coil (Rosanova et al., 2012). Each session was followed by a sham session consisting in 30–40 TMS pulses delivered parallel to the scalp while white noise was diffused at the same level. Absence of AEP was checked online on Cz between 0 and 500 ms post-TMS (all sessions were AEP-free). Data of sham sessions were not considered any further in ReSc and ReC analyses.

Spontaneous waking EEG acquisition

Spontaneous quiet eyes-open waking EEG (WEEG) was recorded prior to each TMS session using the same 60-channel TMS-compatible EEG (+2 electro-occulogram -EOG- channels) amplifier (Exima; Nextrim). Participants were instructed to fix a black dot during 2 min while relaxing and suppressing blinking.

Visuomotor vigilance task

While recording TMS-evoked EEG responses, participants performed a visuomotor compensatory tracking task (CITT) to monitor their vigilance as in (Huber et al., 2013). The task consisted of keeping a constantly randomly moving cursor on a target located in the center of a computer screen, using a trackball device. This task recruits the fronto-parietal cortex (Poudel et al., 2013) and was used for correlations with ReSc as a measure of vigilance level. The task was preferred to the PVT (see 2.6.) during TMS-EEG recording because it requires continuous smooth and limited movement of a single finger, compared to the burst-like muscular activity engaged by PVT that could be time-locked to TMS evoked EEG responses. Performance was computed as the average distance (in pixels) between the cursor and the target during TMS-EEG recordings. If signs of drowsiness were detected while performing the...
task during TMS-EEG sessions, the experimenter briefly touched the participant. Transitory lapses of vigilance resulted in temporary increases of the target-cursor distance, and could be automatically detected offline. A lapse was identified when the cursor was located outside a central 200 by 200 pixel box surrounding the target for >500 ms from the last trackball movement. The lapse period ranged from the last trackball movement until the lapse detection. TMS evoked responses occurring during and <1 s from a lapse period were discarded from analyses.

**Psychomotor Vigilance Task (PVT)**

In between TMS-EEG assessments, participants were required to press a computer space bar as soon as an auditory signal occurred (presented at a random interval of 3–7 s (Graw et al., 2004)). We opted for an auditory version, because it would lead to fewer lapses of vigilance and potential micro-sleep episodes, which would have biased our results (Powell, 1985). The PVT lasted 5 min (Roach et al., 2006). Performance was inferred from the median reaction time following removal of lapses (>500 ms), anticipation (<100 ms) and error (>3000 ms) (Dinges and Powell, 1985).

**Melatonin**

Saliva samples were first placed at 4 °C, prior centrifugation and congelation at −20 °C within 12 h. Salivary melatonin was measured by radioimmunoassay (Stockgard Ltd, Guildford, UK), as previously described (English et al., 1993). The limit of detection of the assay for melatonin was 0.8 ± 0.2 pg/ml using 500 µL volumes.

**TMS-EEG data pre-processing and source reconstruction**

TMS-EEG data were processed using SPM12 software package (Statistical Parametric Mapping 12, http://www.fil.ion.ucl.ac.uk/spm/) implemented in Matlab 2011a (The Mathworks Inc, Natick, MA). Continuous EEG recordings were re-referenced to the average of all good channels, low-pass filtered at 80 Hz, resampled from 1450 to 1000 Hz, and high-pass filtered at 1 Hz, split into epochs between −100 and 300 ms around TMS pulses, and baseline corrected (−100 to −1 ms pre-TMS). Robust averaging was applied to compute the mean evoked response of each session (Leonowicz et al., 2005). Source reconstruction was computed on the averaged TMS-evoked EEG response of each recording session (up to 300 ms post-TMS), to obtain a spatio-temporal history of the significant cortical sources responsible for the observed EEG pattern. Sensor and fiducial positions were used for realistic head model based on individual structural image (conductive head volume model based on Boundary Element Method (BEM), i.e. 3 compartments of fixed conductivities: scalp, skull, brain). All analyses were performed within the individual subject space. The cerebral cortex was modeled using 5124 dipoles oriented normally to the cortical surface. For the inverse reconstruction, “Multiple Sparse Prior” (MSP) was adopted, because (i) it produces more accurate localizations (Friston et al., 2008), and (ii) model comparison (computed as the difference of log model evidence (Mattout et al., 2006)) indicated that “MSP” was more appropriate than the “Loreta” approach for our dataset (i.e. difference in log evidence higher than 3). MSP source reconstruction resulted in patches of currents that were transformed in a binary spatio-temporal distribution of statistically significant sources over the 300 ms post-TMS. To determine source electrical activity that was “truly” induced by TMS, standardization was performed. A source electrical activity higher than 4 standard deviation from the mean TMS baseline activity was considered as significant and allocated 1 (0 if non-significant). The cut-off of 4 Z-Score allows a false positive rate of less than 0.01% (i.e. p < 0.0001) (Casali et al., 2010). This procedure was applied to each source and to each time bin. The resulting binary spatio-temporal matrix allowed the identification of statistically significant sources over the 300 ms post-TMS. The matrix was then masked with a fronto-parietal 3D mask (WFU PickAtlas; http://fmri.

**Synthetic indices of Response Scattering (ReSc) and Response Complexity (ReC)**

Indices were computed based on the binary spatio-temporal source matrix ST (x,t) (Fig. 2). For computation of both indices the first 5 ms were discarded to avoid possible artefacts contamination. Response Scattering (ReSc) was measured based on the scattering of significant current, i.e. the spatial spreading of the significant electrical activity elicited by TMS pulses. ReSc is a measure of effective connectivity: it originates at the stimulation hotspot and propagates over an ensemble comprised within the fronto-parietal cortex. It is however distinct from other types of effective connectivity measures between specific brain regions (Moran et al., 2013). ReSc was computed as the sum of the geodesic distance between any significant sources within the fronto-parietal cortex and the TMS target, averaged either over the entire 5–300 ms period post-TMS, or in 50 ms bins over the 300 ms (first bin: 5–50 ms post-TMS). A higher ReSc index means that the initial perturbation reaches more sources and/or more distant sources over the cortical brain surface. Responses Complexity (ReC) (first conceptualized by (Tononi et al., 1994)) was derived by applying the Lempel-Ziv compression algorithm on the fronto-parietal binary matrix of significant sources followed by normalization, as in (Casali et al., 2013). It is therefore a proxy of the neuronal information content following stimulation (Aboy et al., 2006). A lower ReC means that the brain response is more stereotypical, less variable over time and space, but is not directly related to the scattering of the response. A large and widespread response could still contain little pattern variations and have low ReC. Importantly, in the current study, source reconstruction model (MSP instead of Loreta) and significant sources determination (ST (x,t) matrix), which precede ReSc and ReC computation, were different than the original publications (Casali et al., 2013, 2010): direct comparison of absolute values between studies is therefore not pertinent.

**Spontaneous waking EEG analyses**

Data preprocessing was performed using SPM12. Continuous EEG recordings were band-pass filtered between 0.1 and 500 Hz and resampled from 1450 to 500 Hz. Data were then manually and visually scored offline for artefacts and microsleep episodes (eye blinks, body movements, and slow eye movements), using FASSST toolbox (http://www.montefiore.ulg.ac.be/~phillips/FASST.html). Power spectral densities were computed using a fast Fourier transform on artifact-free 4 s windows, overlapping by 2 s, using the Welch’s method (pwelch function in MATLAB 2011a) (Welch, 1967). EEG activity was computed over frontal-parietal regions for delta (0.75–4 Hz), theta (4.5–7.5 Hz), alpha (8–12 Hz), sigma (12.5–18 Hz) and beta (18.5–30 Hz) frequency bands over the entire 2 min recording.

**Statistics**

Statistical analyses were performed with SAS version 9.3 (SAS
Variables (Spearman’s rank correlations). Correlations were performed between ReSc, WEEG markers and CTT performance. Values distribution was checked for normality by visual inspection and based on Shapiro-Wilk test. Non-parametric equivalent tests were used for non-normally distributed variables (Spearman’s rank correlations). Correlations were first considered only for night-time data points, when one should be asleep, i.e. the first circadian point that belongs to the night (75°) until the end of it (165°, around wake up time). The difference between the last (165°) and first (75°) night-time data point was also computed to assess the night-time decline in ReSc, and CTT performance. Six participants (missing data for one of these circadian phases) and one outlier (+3 SD) were discarded. Correlation analyses for night-time decline included 16 participants. Similar correlations were also computed using daytime values (circadian phases: −150°, −60°, 0°) to assess whether the significant correlations were specific to the night-time period.

Results

Time course of objective and subjective measures of sleepiness and vigilance performance

In all analyses data were realigned according to the circadian phase 0°, which corresponds to the onset of melatonin secretion.

As expected, EEG recordings of spontaneous waking fronto-parietal activity showed that relative theta (4.5–7.5 Hz) and alpha power (8–12 Hz) -objective physiological markers of sleepiness and alertness (Strijkstra et al., 2003)- significantly varied during the protocol (Fig. 3B–C) (n = 23; PROC MIXED main effect of circadian phase; theta: F (7, 118) = 5.99; P < 0.0001; alpha: F (7, 117) = 5.45; P < 0.0001). Likewise, relative fronto-parietal delta power (0.75–4 Hz) displayed a trend (Fig. 3A) (n = 23; PROC MIXED, main effect of circadian phase; F (7, 119) = 2.03; P = 0.057). Hourly subjective sleepiness scores (KSS) significantly varied with circadian phase (Fig. 3D) (n = 23; PROC MIXED, main effect of circadian phase; F (25, 437) = 6.57; P < 0.0001). The time course of these subjective and objective measures of sleepiness and alertness reflects the expected dual influence of sleep homeostasis and circadian phase (Dijk and Czeisler, 1995): a fairly stable profile during the day compared to the night (−150°, −60°, 0°, or 30° vs. 135° or 165°).
Importantly, within the night-time period (75° vs. 165°), Tukey post-hoc test revealed a significant increase in relative theta power ($P_{\text{corr}} = 0.049$), and decrease in relative alpha power ($P_{\text{corr}} = 0.044$), as well as a tendency for an increase in relative delta power ($P_{\text{corr}} = 0.09$).

As expected also, the progressive intrusion of WEEG slow frequencies during the night-time period was accompanied by a drop in PVT performance, assessed in between TMS-EEG recordings (Fig. 3E) ($n = 23$; PROC MIXED, main effect of circadian phase; $F(11, 224) = 6.24; P < 0.0001$). Vigilance was also assessed simultaneously to TMS-EEG recordings using a visuomotor vigilance task (compensatory tracking task, CTT). CTT displayed a pattern similar to PVT (Fig. 3F) ($n = 22$; PROC MIXED, main effect of circadian phase; $F(7, 122) = 13.78; P < 0.0001$); good performance during day compared to night time (−150°, −60°, 0°, or 30° vs. 135° or 165°: $P_{\text{corr}} < 0.003$), contrasting with a sharp overnight decrement (75° vs. 165°: $P_{\text{corr}} = 0.003$), and a partial recovery the subsequent morning (165° vs. 210°: $P_{\text{corr}} = 0.0025$).
Fronto-parietal response scattering varies during prolonged wakefulness but not cortical response complexity

Following these first analyses, we turned to fronto-parietal ReSc, our main focus of interest. The scattering of the electrical current significantly varied with circadian phase (Fig. 4A) \( (n = 23; \text{PROC MIXED, main effect of circadian phase; } F(7, 135) = 2.09; P = 0.049) \). Tukey post-hoc tests between the different circadian phases were non-significant following correction for multiple comparisons \( (P_{\text{corr}} > 0.05) \). However, qualitative inspection of the data, as well as uncorrected post-hoc tests, suggest that ReSc increased from day to evening and early night \( (-150^0 \text{ or } -60^0 \text{ vs. } 0^0, 30^0 \text{ or } 75^0: P_{\text{uncorr}} < 0.04) \), and from the first morning session up to the last morning session \( (i.e. 24 \text{ h later; } -150^0 \text{ vs. } 210^0: P_{\text{uncorr}} = 0.03) \). During the night, a visual decline was perceptible \( (75^0 \text{ vs } 135^0 \text{ or } 165^0: P_{\text{uncorr}} > 0.05) \). A similar pattern was observed when considering the occipital cortex within the fronto-parietal-occipital mask (Supplementary Fig. 1).

Since ReSc varied with circadian phases, we also investigated whether the within session temporal dynamics differed according to the circadian phase. We decomposed ReSc in six bins of 50 ms over the 300 ms post-TMS period. This additional analysis showed that fronto-parietal ReSc significantly varied from bin to bin and between circadian phases, but without a bin x circadian phase interaction \( (n = 23; \text{PROC GLM, model: } F(47) = 2.79, P < 0.0001, R^2 = 0.11; \text{circadian phase: } F(7) = 2.21, P = 0.03; \text{bin: } F(5) = 18.54, P < 0.0001; \text{bin*circadian phase: } F(35) = 0.69, P = 0.9) \). Standard errors were omitted for clarity.

Fronto-parietal ReC did not significantly vary during prolonged wakefulness \( (n = 23; \text{PROC MIXED, main effect of circadian phase; } F(7, 137) = 0.83; P = 0.56) \). The light gray area represents the average melatonin profile \( (0^0 = \text{dim light melatonin onset (DLMO)}) \). All variables are plotted in degree \( (15^0 = 1h) \) relative to DLMO. The dark gray bars indicate night time period for a participant with 2400–0800 sleep-wake schedule.

Fig. 4. Response Scattering (ReSc) and Response Complexity (ReC) during 29 h of sustained wakefulness (means and standard errors, z-scores). A. Fronto-parietal ReSc significantly varied during the protocol \( (n = 23; \text{PROC MIXED, main effect of circadian phase; } F(7, 135) = 2.09; P = 0.049) \). The right panels are displayed as representative examples of ReSc in the early and late night for a representative subject. Colour code corresponds to the distance from the supplementary motor area (SMA) stimulated by TMS. B. When divided in six bins of 50 ms over the 300 ms post-TMS (midpoint of bin plotted; first bin: 5-50 ms post-TMS), fronto-parietal ReSc significantly varied from bin to bin and between circadian phases, but the bin x circadian phase interaction was not significant \( (n = 23; \text{PROC GLM, model: } F(47) = 2.79, P < 0.0001, R^2 = 0.11; \text{circadian phase: } F(7) = 2.21, P = 0.03; \text{bin: } F(5) = 18.54, P < 0.0001; \text{bin*circadian phase: } F(35) = 0.69, P = 0.9) \). Standard errors were omitted for clarity. C. Fronto-parietal ReC did not significantly vary during prolonged wakefulness \( (n = 23; \text{PROC MIXED, main effect of circadian phase; } F(7, 137) = 0.83; P = 0.56) \). The light gray area represents the average melatonin profile \( (0^0 = \text{dim light melatonin onset (DLMO)}) \). All variables are plotted in degree \( (15^0 = 1h) \) relative to DLMO. The dark gray bars indicate night time period for a participant with 2400–0800 sleep-wake schedule.
Given that the power in slower spontaneous waking EEG oscillations and ReSc significantly varied during the protocol, we further asked whether fronto-parietal response complexity (ReC) would change as well. Contrary to our hypothesis, ReC did not vary significantly during prolonged wakefulness (Fig. 4C) \( n = 23; \) PROC MIXED, main effect of circadian phase: \( F(7, 137) = 0.83; P = 0.56 \).

Worse vigilance correlates with lower fronto-parietal response scattering at night

Our analyses then focused on how fronto-parietal ReSc translated to simultaneous vigilance performance during night-time period, when vigilance is mostly affected by prolonged wakefulness. A significant correlation between ReSc and performance at the visuomotor vigilance task was found (Fig. 5A) \( rs(54) = -0.35, P = 0.01 \), suggesting that lower fronto-parietal ReSc was associated with worse vigilance performance.
during night-time wakefulness. Importantly, ReSc did not correlate with CTT performance during a normal waking day (−150°−30°; rs (74) = −0.09, P = 0.45).

In a next step, we computed the difference between the first and last point within our night-time window (Δ = 165°−75°). The night-time period is indeed a heterogeneous window: important neurobehavioral impairments start at the end of a normal waking day and reach the peak at the end of the night, around the circadian sleep promoting zone (SPZ) (Wright et al., 2012). A marked decrease in ReSc was significantly associated with a marked decline in CTT performance over this time window (Fig. 5B) (rp (16) = −0.58, P = 0.02). This indicates that participants maintaining or increasing ReSc overnight were those having better vigilance performance.

ReSc measure was also significantly and negatively associated with relative delta (Fig. 5C) (rs (64) = −0.30, P = 0.013), but not theta power (rs (64) = 0.17, P = 0.16) of the spontaneous night-time waking EEG recordings, while it was significantly and positively correlated with relative alpha power (Fig. 5D) (rs (64) = 0.3, P = 0.01). These latter results suggest that higher fronto-parietal ReSc at night is associated with lower sleepiness and higher alertness. Further correlations showed that higher delta and lower alpha power were associated with worse performance to the visuomotor vigilance task at night (Fig. 5E−F) (delta: rp (54) = 0.45, P = 0.0003; theta: rp (54) = 0.25, P = 0.06; alpha: rp (54) = −0.46, P = 0.0003).

Discussion

In this study, we tested whether a reduction of fronto-parietal response scattering (ReSc) and response complexity (ReC) could contribute to the vigilance impairment typically observed during night-time wakefulness. We perturbed brain activity with TMS and recorded the propagation of the triggered response over the cortical surface with EEG. Fronto-parietal TMS response scattering, as assessed following EEG source reconstruction, significantly changed with circadian phase, while, contrary to our expectations, response complexity did not. Data further suggest that ReSc tended to decrease during night-time wakefulness and, in line with our prediction, lower night-time level was correlated with worse vigilance performance and lower alertness. Furthermore, the extent of the night-time decrease in ReSc was correlated to the decline of vigilance performance.

The fronto-parietal cortex includes many polymodal associative areas and is very active during wakefulness. Beyond vigilance regulation, it is heavily involved in higher cognitive processes and in the top-down control of attention (Chee and Tan, 2010). This region shows substantial variations in the amount of slow activity rhythms during both wakefulness and sleep, indicating that it is a site of important homeostatic sleep pressure accumulation and dissipation (Cajochen et al., 1999). Although variations between circadian phases did not reach post-hoc statistical significance, fronto-parietal ReSc profile seemed to change non-linearly as a function of prolonged wakefulness, suggesting a dual influence of sleep homeostasis together with the circadian timing system (Borbély et al., 2016). Moreover, fronto-parietal ReSc seemed to increase from the first recording in the morning after sleep to the last recording in the morning after a night without sleep (24 h later). A period of night-time sleep appears therefore necessary to bring back ReSc to baseline level. Thus, although this should be formally tested, we assume that ReSc after recovery sleep would be similar to the first session. After the night time period, ReSc seems to increase again, i.e. it increased across the last 2 sessions of the protocol (i.e. from 0800 to 1100). This might suggest a circadian influence that switches from sleep to wake promotion around that period (Dijk and Carsel, 1994).

Our data suggest that fronto-parietal ReSc increased during a normal waking day, which is reminiscent of a previous study reporting significant MRI-based functional connectivity alterations from morning to evening of a normal waking day (Kaufmann et al., 2016). This daytime variation does not seem detrimental for the visuomotor vigilance performance, which is typically good and stable during a normal waking day (Gaggioni et al., 2014). It is only at night that visuomotor vigilance performance drops, when both sleep homeostatic and circadian processes greatly challenge cognitive abilities. In line with our hypothesis, we found a significant correlation between night-time fronto-parietal ReSc and simultaneous measures of vigilance, indicating that a relative reduction in fronto-parietal ReSc at night is associated with worse vigilance performance. In addition, individuals showing marked vigilance impairment over the night-time period had a more important decline in ReSc. Importantly, even resilient participants at night had lower CTT performance compared to daytime, reminding that sleep is necessary for assuring optimal performance. Nocturnal modifications in ReSc were accompanied by the intrusion of slow brain activity rhythms, typical of sleepiness and lower alertness level (Cajochen et al., 1999; Slater et al., 2017): we found that the relative decrease in ReSc at night was related respectively to increase of slower (delta), and decrease of faster (alpha) brain activity rhythms.

A relative reduction of ReSc at night suggests that fronto-parietal areas, sustaining vigilance, are less connected, or are less integrated when compared to the end of a normal waking day. It also implies that night-time integration level directly affect vigilance. This observation is similar to the previously reported link between increased spontaneous eyelid closures following sleep deprivation, as proxy for sleepiness level, and reduced functional connectivity within the default mode and dorsal/ventral attention networks (Wang et al., 2016). Using resting state functional MRI, a recent study (Ben Simon et al., 2017) also reported a reduced functional connectivity of the brain following sleep deprivation based on Graph modularity measures, and subsequent behavioral impairment. Our finding recalls the link between the decrease in effective connectivity within the cingulate cortex following sleep deprivation, and subsequent worse vigilance performance (Piantoni et al., 2013). Here we confirm and extend the latter observation to the fronto-parietal cortex and simultaneous vigilance assessment.

Effective connectivity is close to the intuitive notion of a connection (Büchel and Friston, 1997). Changes in effective connectivity may therefore reflect changes in structural brain connectivity. A day of wakefulness was associated with widespread increases in white matter fractional anisotropy ((FA), reflecting changes in axonal microstructure), whereas sleep deprivation triggered widespread FA decreases (Elvåshagen et al., 2015), reminiscent of the ReSc variations we observed. In addition, higher FA within the fronto-parietal cortex while well rested was associated with better PVT performance during sleep deprivation (Cui et al., 2015). In contrast, participants with lower FA values within multiple brain regions while well rested had worse performance to a visuomotor task after sleep deprivation (Rocklage et al., 2009).

If effective connectivity allows insight about cortico-cortical interaction, cortical excitability informs about the responsiveness of the cortex. We previously showed that local cortical reactivity (i.e. measured at the electrode closest to the area stimulated by the TMS pulse) was stable during a normal waking day prior to increasing sharply during overnight wakefulness, and was correlated to CTT performance (Ly et al., 2016). With the present results, it seems that, following the initial responses, the degree of effective connectivity of the fronto-parietal cortex is also important for night-time vigilance performance. Thus, these results bring together different facets of the changes in neuronal response triggered by extended wakefulness: spatio-temporal changes in local excitability and in global fronto-parietal effective connectivity negatively affect behavior at night, and may thus represent a form of “neuronal tiredness” (Fishar and Vyskovskyi, 2014). During extended wake (beyond normal sleep), neurons can undergo off periods similar to sleep, although the EEG shows signals typical of wakefulness (Vyskovskyi et al., 2011). Neuronal activity is therefore more synchronous. In our data, this is confirmed by an increase in the prevalence of slower EEG rhythms, which are associated with poorer performance. Delivering TMS pulses during sleep deprivation results in an increased local excitability (Huber et al., 2013; Ly et al., 2016), either because neurons reply more synchronously or
because more neurons respond to an external perturbation. Our results suggest that effective connectivity, as indexed by ReSc, increases first during the day, before local excitability increases, and then seems to show a relative decrease at night. Our results are in line with a recent paper showing that short and long range signal characteristics can differ importantly: the intrusion of off-period can compromise long range signal propagation during sleep deprivation (Meisel et al., 2017). One could therefore posit that the increased prevalence of off-line periods contribute in part to this disruption of long range response scattering. Likewise, since the thalamus plays an important role in vigilance regulation (Killgore et al., 2015), changes in thalamo-cortical loops could contribute to effective connectivity variation during prolonged wakefulness.

Sleep is characterized by a sharp reduction in effective connectivity (Massimini et al., 2005), and TMS-evoked response complexity (Casali et al., 2013). Given that our data showed changes in ReSc and in slow oscillation power, we expected changes in cortical response complexity: a simplification of the neuronal information content, concomitant with the night-time vigilance state instability. However, we did not find a significant difference, suggesting that cortical response complexity does not change during prolonged wakefulness. This result is in line with another study showing no significant variation of complexity during a partial sleep deprivation in rats (Abasolo et al., 2015).

Conclusions

Overall, our study shows that TMS applied over the frontal lobe triggers responses within the fronto-parietal cortex that vary as a function of wakefulness duration. It reinvestigates the concept that cortico-cortical transmission varies during prolonged wakefulness (Piantoni et al., 2013; Verweij et al., 2014; Yeo et al., 2015), and that lower effective connectivity is linked to worse vigilance performance and lower alertness level at night.
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Phase II, Paper 3: Age-related decrease in cortical excitability circadian variations during sleep loss and its links with cognition


As previously mentioned, important changes in the sleep homeostatic and the circadian processes occur during healthy ageing, as well as in the cognitive domain (Schmidt et al., 2012a). In phase I, we show that cortical excitability –essential for proper brain function and cognition– is regulated by both sleep homeostasis and circadian processes, in a group of young people (18-30 y). In phase II, we investigate the dynamics of cortical excitability with time spent awake and according to the circadian clock, in young (18-30 yo) and older participants (50-70 yo). The hypothesis is that the cortical excitability profile will be dampened in older participants, reflecting reduced synaptic plasticity modulation at the brain level, and that it will be linked to worse cognitive performance, especially during daytime. This hypothesis is indeed confirmed, with older participants having a flattened cortical excitability profile over a circadian cycle. Regarding behaviour, we further anticipate that higher level of cortical excitability in older participants will be associated with better cognitive performance and that independently of the circadian phase or neurobehavioural task: in other words, that increased synaptic plasticity will be always related to better cognitive performance in older people (i.e. linear relationship). Furthermore, older people displaying a degree of modulation of the cortical excitability will be those performing better during a normal waking day. Results show that older participants with higher cortical excitability are associated with better executive performance, but no significant association between overnight cortical excitability profile and diurnal cognitive performance is detected in our small sample. Future works should confirm whether maintaining cortical excitability dynamics can counteract age-related cognitive decline.
Age-related decrease in cortical excitability circadian variations during sleep loss and its links with cognition
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1. Introduction

The intrinsic excitability, or reactivity, of cortical neuronal cells is a basic, yet essential, feature of brain function (Rizzo et al., 2015). Cortical excitability reflects inherent cellular properties of neurons that arise from the combined impacts of multiple parameters (e.g., ion concentration in the intracellular and extracellular milieus, neumodulator actions, membrane potential, action potential threshold) (Bushey et al., 2015; Frank and Cantera, 2014; Meisel et al., 2015; Rizzo et al., 2015; Tononi and Cirelli, 2014). Cortical excitability is grounded in the responsiveness and response selectivity of cortical neurons which determines, at least in part, how an input is processed by the brain and is therefore central to cognition. In fact, a decrease in neuron excitability has been implicated in the cognitive decline found in normal and pathological aging (Chang et al., 2005; Rizzo et al., 2015). Critically, cortical excitability was recently demonstrated to vary substantially during wakefulness and following sleep (Huber et al., 2013; Ly et al., 2016), yet, the regulation of sleep and wakefulness profoundly change in aging (Schmidt et al., 2012). Whether these age-related changes affect cortical excitability is unknown.
Two fundamental mechanisms regulate sleep and wakefulness and their associated cognitive functions: sleep homeostasis and the circadian system (Dijk and Czeisler, 1995; Schmidt et al., 2012). During the day, the circadian signal opposes the homeostatic buildup of sleep needs to maintain wakefulness and cognition, up to the evening, shortly before habitual sleep onset (Dijk and Czeisler, 1995). At night, the circadian system promotes sleep to favor sleep continuity, up to the end of the biological night, shortly before habitual wake-up time (Dijk and Czeisler, 1995). Any disturbance in this fine-tuned interplay is detrimental for cognition (Lo et al., 2012; Schmidt et al., 2012). An extreme disruption consists in prolonging wakefulness overnight: cognition is greatly compromised because the circadian system promotes sleep at a time of high sleep need (Lo et al., 2012; Schmidt et al., 2012). If wakefulness is further prolonged the next day, the wake-promoting signal of the circadian system rescues in part cognition (Lo et al., 2012). Thus, because of the interplay between the homeostatic and circadian processes, all periods of prolonged wakefulness are not equivalent or linearly related to one another. Likewise, all aspects of cognition are also not equally affected by sleep loss: the magnitude of the detrimental impact of insufficient sleep and prolonged wakefulness during the biological night has been most repeatedly observed and showed strongest effect sizes for monotonous tasks with high attentional demands, at least in young adults (Lo et al., 2012). At the level of cortical excitability, the interplay between sleep homeostasis and the circadian system is reflected in young individuals in an overall increase in excitability after 24 hours of continuous wakefulness—attributed to the build-up of sleep need (Huber et al., 2013; Ly et al., 2016)—and in more local variations around the evening and early morning—attributed to the influence of the circadian system (Ly et al., 2016).

Even in the absence of clinically significant sleep disorders, aging is characterized by deterioration in sleep-wake regulation. In healthy older individuals, sleep intensity, duration and continuity decrease (Dijk et al., 1999; Klerman and Dijk, 2008; Schmidt et al., 2012; Van Cauter, 2000), but these changes are not systematically accompanied by increased daytime sleepiness (Klerman and Dijk, 2008). In fact, sleep need and its buildup during wakefulness decrease as one gets older (Landolt et al., 2012; Schmidt et al., 2012). Concomitantly, the timing of the circadian system is advanced and the strength of the circadian signal has been suggested to decrease (Dijk et al., 1999; Kondratova and Kondratov, 2012; Münch et al., 2005). Overall, these combined changes lead to changes in cognition. The acute detrimental cognitive effect of sleep loss is reduced in aging (Landolt et al., 2012; Sagaspe et al., 2012; Schmidt et al., 2012); although they may achieve overall lower performance than young adults, older individuals suffer relatively less during a night without sleep, at least over several cognitive domains, including vigilant attention, executive function (inhibitory motor control), and mental arithmetic. Whether these changes in cognition regulation during wakefulness may arise from alterations in the impact of sleep homeostasis and of the circadian system on cortical excitability is unknown, however. This question is important because long-term age-related sleep-wake changes lead to a fragmentation of the normal waking-rest cycle—for example, more wakefulness during night-time sleep—that is associated with an overall decline of cognitive abilities in older individuals (Lim et al., 2013; Oosterman et al., 2009).

Here, we repeatedly probed cortical excitability in healthy older and younger individuals during prolonged wakefulness. We used transcranial magnetic stimulation (TMS) coupled to electroencephalogram (EEG) to record direct perturbations of cortical neuron activity—bypassing sensory systems—using identical stimulations delivered over the exact same brain location. Because frontal brain regions are particularly prone to both aging (Reuter-Lorenz and Park, 2014) and the interplay between circadian and homeostatic processes (Landolt et al., 2012; Schmidt et al., 2012), cortical excitability was assessed over the frontal cortex. We hypothesized that fluctuations in cortical excitability during prolonged wakefulness would be reduced in older participants, particularly at critical time points for the interplay between the circadian alerting signal and the homeostatic sleep pressure, that is, in the evening and the end of the biological night—when the circadian signal maximally/minimally opposes high sleep pressure, respectively. Our protocol also included repeated cognitive test batteries, spanning executive and attentional domains. We therefore explored whether a lower but stable cortical excitability profile in older individuals during wake extension would be associated with reduced performance impairment during sleep loss.

2. Material and methods

2.1. Participants

The study was approved by the Ethics Committee of the Medicine Faculty of the University of Liège. Participants gave their written informed consent and received a financial compensation. Twenty-six healthy participants were enrolled, 13 older adults (62.6 years ± 3.8; 7 women) and 13 young (22.8 years ± 2.9; 5 women). Exclusion criteria included (1) body mass index (BMI) < 18 or > 28; (2) recent psychiatric history, severe trauma, sleep disorders; (3) addiction, chronic medication; (4) smokers, excessive alcohol (> 14 doses/week) or caffeine (> 3 cups/day) consumption; (5) night shift workers during the last year; (6) transmeridian travel during the last 2 months; (7) anxiety or depression; (8) poor sleep quality; (9) excessive self-reported daytime sleepiness; (10) early signs of dementia (in older participants). Anxiety was measured by the 21-item Beck Anxiety Inventory (BAI < 14) (Beck et al., 1988); mood by the 21-item Beck Depression Inventory II (BDI-II ≤ 14) (Steer et al., 1997); sleep quality by the Pittsburgh Sleep Quality Index Questionnaire (PSQI ≤ 7) (Buysse et al., 1989); daytime sleepiness by the Epworth Sleepiness Scale (ESS ≤ 11) (Johns, 1991); and early signs of dementia using Mattis scale (Mattis, 1988). Chronotype was also assessed using the Horne-Östberg Questionnaire (Horne and Östberg, 1976). One older participant was removed because his performance was 3 interquartile ranges above or below the 25th and 75th percentile of the older participant sample across all cognitive tasks. Table 1 summarizes the demographic characteristics of the final study sample.

2.2. Experimental protocol

At least a week before the experiment, participants completed a preparatory TMS-EEG session to determine optimal TMS parameters for artifact-free recordings. As in the studies by Huber et al. (2013) and Ly et al. (2016), the left or right superior frontal gyrus was set as the stimulation target for right- or left-handed, respectively. Participants also completed a screening night of sleep to exclude major sleep disorders (periodic leg movement; apnea-hypopnea index > 15/h). During the 7 days preceding the study, they kept a regular sleep-wake schedule (± 15 minutes; verified using wrist actigraphy—activwatch, Cambridge Neurotechnology, UK—and sleep diaries). Schedule and duration were based on at least 10 days of unconstrained actimetry recordings and/or self-reported sleep times and duration. Participants were requested to abstain from all caffeine and alcohol-containing beverages for 3 days preceding the study.

The experiment consisted in a constant routine (i.e., light < 5 lux, temperature ~ 19 °C, regular isocaloric liquid meals and water; semi-recumbent position, no time-of-day information, sound...
N.B. Key: TMS, transcranial magnetic stimulation; EEG, electroencephalogram; BMI, body mass index.

...proofed rooms) sleep deprivation protocol, which has repeatedly been a successful means to assess in-lab interindividual differences in sleep homeostatic and circadian interplay (Duffy and Dijk, 2002). Participants were maintained in dim light for 5.5 hours (<5 lux), during which they were trained to the cognitive test batteries, before sleeping at their habitual bedtime, for their habitual duration (in complete darkness) (Fig. 1A). The TMS-compatible electrode cap was placed on awaking before sustained wakefulness period under 34 hours of constant routine conditions. TMS-evoked EEG potentials were recorded 9 times (1000, 1600, 2000, 2200, 0100, 0500, 0700, 1000, and 1600 for a subject sleeping from 2300 to 0700). Cognitive test batteries were carried out 13 times during the protocol in between TMS-EEG sessions (1100, 1500, 1700, 1900, 2100, 2300, 0200, 0400, 0600, 0800, 1100, 1300, 1500). Overall, the study included 1500 protocol hours with multiple measures including 225 TMS-EEG sessions derived from 13 young and 12 older participants.

2.3. TMS-evoked EEG response acquisitions and processing

Stimulation target was located in the superior frontal cortex on individual structural MRI by means of a neuronavigation system (Navigated Brain Stimulation; Nexstim) (Fig. 1B). This device allows for reproducible evoked EEG responses and precise target location (FDA approval for presurgery). TMS pulses were generated by a Focal Bipulse 8-coil (Nexstim, Helsinki, Finland). Each TMS-EEG session included 250–300 trials. Interstimulus intervals were randomly jittered between 1900 and 2200 ms. TMS responses were recorded with a 60-channel TMS-compatible EEG amplifier (Eximia; Nexstim), equipped with a proprietary sample-and-hold circuit that provides TMS artifact free data from ~5 ms post-TMS (Virtanen et al., 1999). Electrooculogram (EOG) was recorded with 2 additional bipolar electrodes. Participants wore the EEG cap during the entire constant routine protocol, and electrodes impedance was set below 5 kΩ before each recording session. Signal was band pass–filtered between 0.1 and 500 Hz and sampled at 1450 Hz. Each TMS-EEG session ended with a neuronavigated digitization of the location of each electrode. Auditory EEG potentials (AEPs) evoked by TMS and bone conductance were minimized by diffusing a continuous loud white masking noise through ear-plugs and applying a thin foam layer between the EEG cap and the TMS coil. Each session was followed by a sham session consisting in 30–40 TMS pulses delivered parallel to the scalp while white noise was diffused at the same level. Absence of AEP was checked online on Cz between 0 and 500 ms after TMS (all sessions were AEP free). Data of sham sessions were not considered any further.

EEG data were processed using SPM12 (Statistical Parametric Mapping 12, http://www.fil.ion.ucl.ac.uk/spm/) implemented in MATLAB (2015) (The Mathworks Inc, Natick, MA). Processing included the following: visual rejection of artifact, rereferencing to average of good channels, low-pass filtering at 80 Hz, resampling from 1450 to 1000 Hz, high-pass filtering at 1 Hz, epoching between ~100 and 300 ms around TMS pulses, baseline correcting (~100 to ~1 ms pre-TMS), and robust averaging. Cortical excitability was inferred from the slope of the first EEG component (0–35 ms) of the TMS-evoked potential (~250 trials per session), measured at the artifact-free electrode closest from the frontal hotspot (i.e., the brain location with highest TMS-induced electrical field estimated by the neuronavigation system) (Fig. 1B). This electrode was always located in the stimulated brain hemisphere. It

| Table 1 | Sample characteristics (mean ± SD) |
| --- | --- | --- |
| Age group | Younger (18–30 y) | Older (50–70 y) | p Value |
| N | 13 | 12 | – |
| Women | 5 | 6 | 0.96 |
| Age (y) | 22.8 ± 2.9 | 62.3 ± 3.7 | |
| Right handed | 10 | 11 | 0.32 |
| BMI (kg/m²) | 23.3 ± 3 | 24.8 ± 2.3 | 0.03 |
| Anxiety level | 2.6 ± 3.9 | 3 ± 3.8 | 0.8 |
| Mood | 2.8 ± 2.7 | 3.2 ± 2.8 | 0.77 |
| Caffeine (cups/d) | 1.1 ± 1.9 | 2.2 ± 1.3 | 0.12 |
| Alcohol (g/week) | 2.7 ± 3.1 | 4.7 ± 5 | 0.23 |
| Subjective sleep quality | 3.2 ± 1 | 5.3 ± 2.8 | 0.03 |
| Subjective daytime sleepiness | 3.6 ± 2.8 | 4.8 ± 4.3 | 0.41 |
| Chronotype | 56 ± 6.1 | 59.6 ± 7.2 | 0.58 |
| Clock time of dim light melatonin onset (hh:min) | 21:34 ± 0:11 | 21:43 ± 0:38 | 0.71 |
| Clock time of dim light melatonin offset (hh:min) | 08:21 ± 0:01 | 07:55 ± 0:05 | 0.31 |
| In-lab baseline total time in bed (min, EEG) | 509 ± 19 | 502 ± 18 | 0.21 |
| In-lab baseline sleep duration (min, EEG) | 456 ± 4.5 | 405 ± 67 | 0.01 |
| In-lab baseline sleep efficiency (%) (EEG) | 90 ± 9 | 81 ± 13 | 0.01 |
| Baseline sleep time (hh:min) | 23:20 ± 0:48 | 23:21 ± 0:30 | |
| Baseline wake time (hh:min) | 07:48 ± 0:52 | 07:37 ± 0:33 | |
| Sleep duration for 7 preceding d (min, actigraphy) | 511 ± 30 | 490 ± 32 | 0.18 |
| Sleep time for 7 preceding d (hh:min, actigraphy) | 23:28 ± 0:43 | 23:35 ± 0:28 | |
| Wake time for 7 preceding d (hh:min, actigraphy) | 08:04 ± 0:53 | 07:48 ± 0:44 | |
| Intensity of TMS pulses (%) | 54.2 ± 4.5 | 55.2 ± 5.2 | 0.66 |
| Estimated electric field of TMS pulses (V/m) | 108.5 ± 16 | 116.2 ± 16.6 | 0.91 |
| Distance from coil (scalp) and cortical hotspot (mm) | 17.9 ± 2.2 | 17.5 ± 2.2 | 0.87 |
| Mean distance between individual hotspot location and group average hotspot location (MNI space, mm) | 7.3 ± 4.3 | 10.94 ± 6.93 | 0.18 |

N.B.: Sample of in-lab baseline sleep EEG: N young = 10 (due to artifacted signal); N older = 12. Bolded values represent the significant p value (p < 0.05). Key: TMS, transcranial magnetic stimulation; EEG, electroencephalogram; BMI, body mass index.

Anxiety was measured by the 21-item Beck Anxiety Inventory (BAI < 14) (Beck et al., 1888); mood by the 21-item Beck Depression Inventory II (BDI-II < 14) (Beck et al., 1997); sleep quality by the Pittsburgh Sleep Quality Index Questionnaire (PSQI < 7) (Buysse et al., 1989); daytime sleepiness by the Epworth Sleepiness Scale (ESS < 11) (Johns, 1991); chronotype by the Horne-Ostberg Questionnaire (<42: evening types; 42–58: intermediate types; >58: morning types) (Horne and Ostberg, 1976).

* As provided by the TMS-EEG system.

** See section 2.3 for more details.
could vary across participants but remained constant at the individual level.

The neuronavigation system ensured that hotspot location remained constant across sessions within an individual (±2 mm). Across individuals, hotspot location varied. The mean coordinates (x, y, z ± SD; MNI space) of the hotspot across all subjects was [-6.6 ± 3.2, 10.1 ± 9.8, 71 ± 4.3], whereas across young or older individuals only, it was [-6.1 ± 3.6, 11.8 ± 7.5, 70 ± 2.8] and [-7.1 ± 2.9, 8.3 ± 11.9, 72.1 ± 5.5], respectively [nb: coordinates of the right hemisphere (case of 3 volunteers) were transpose to the homolog location in the left hemisphere, for average location computation]. Averages in each group are therefore <1.8 mm in either direction from the overall average, indicating that the area of the superior frontal cortex stimulated was similar in each group. To further assess whether hotspot location could contribute to potential group differences, we computed the distance between individual hotspot (median location across all TMS sessions) and average location within each group. Statistical analyses (Wilcoxon rank-sum test) revealed no significant difference between both groups (Table 1).

### 2.4. Cognitive test batteries

Cognitive test batteries placed in between TMS-EEG recordings were administered in the same following order to all participants:

#### 2.4.1. GO/NO-GO task

This task probes motor inhibition (Sagaspe et al., 2012) and requires to press a keypress as quickly as possible for the frequent letter “M” and to refrain from responding for the target “W” (320 trials; 20% of NO-GO targets; ~ 8.5 minutes). Letters were displayed for 200 ms and stimulus onset asynchrony randomly varied between 1500 and 1900 ms. Our main performance measure consisted in the number of false alarm (i.e., commission error rate of NO-GO trials, keyboard response).

#### 2.4.2. N-back tasks

These tasks require continuous updating of presented information (Lo et al., 2012). Participants were instructed to state whether or not the current letter was identical to the consonant presented 2 and 3 stimuli earlier, respectively, for the 2-back and 3-back tasks, by pressing one of two possible keys of the keyboard (75 trials per task; 30% of targets; 2.5 minutes). Stimulus onset asynchrony was 2 seconds, and letter was displayed for the entire 2 seconds. D-prime—a response discriminability index [i.e., a measure of sensitivity, following the signal detection theory (Ingleby, 1967)]—was computed for both versions of the task. The n-back task is sensitive to aging (De Beni and Palladino, 2004) and is a difficult task for older individuals, particularly the 3-back version. Although comprehension of the instructions and accuracy was verified.

### Fig. 1. Experimental protocol and TMS-evoked potentials.

(A) After a baseline night of sleep, 12 older and 13 young healthy participants underwent 34 hours of sustained wakefulness under constant routine conditions. Cortical excitability was assessed 9 times using TMS-EEG (▲), over the first early waking day, evening, biological night, and second early waking day after sleep loss. During TMS-EEG sessions, a visuomotor compensatory tracking task (CTT) was administered. In-between, 13 behavioral test batteries were administered (●)—including the psychomotor vigilance task (PVT) and executive tasks (2-back, 3-back, GO/NO-GO). Saliva samples were collected hourly for melatonin and cortisol assays, allowing a posteriori data realignment and interpolation based on individual endogenous circadian timing (inferred based on dim light melatonin onset [DLMO]). Time is expressed in circadian phase (degrees: 0° = 15’ = 1 h and equivalent elapsed time awake (h)). Representative clock time is for a participant with a 2300–0700 sleep-wake schedule.* Data were not extrapolated from the overall average, indicating that the area of the superior frontal cortex stimulated was similar in each group. To further assess whether hotspot location could contribute to potential group differences, we computed the distance between individual hotspot coordinate (median location across all TMS sessions) and average location within each group. Statistical analyses (Wilcoxon rank-sum test) revealed no significant difference between both groups (Table 1).

(B) Left panel: MRI-based head reconstruction together with the neuronavigated position of the electrodes. Representative location of a TMS hotspot over the superior frontal gyrus as provided by the neuronavigation system. The arrows represent the direction of the generated electric field. Middle panel: A butterfly plot of all electrodes of a representative TMS-evoked potential. Right panel: Representative average TMS-evoked potentials measured at the electrode closest to the hotspot (~2 to 32 ms post-TMS) in each of the 9 sessions of the protocol. Abbreviations: TMS, transcranial magnetic stimulation; EEG, electroencephalogram; MRI, magnetic resonance imaging.
during the training before baseline sleep, 3 older subjects did not apply the instructions correctly (e.g., they only responded every 2 or 3 items or less) or did not do the task at all, as indicated by a D-prime value close to zero. These subjects were removed from the analyses leaving, for this analysis, 13 young individuals and 9 older individuals. Thus, associations between cortical excitability and behavior are to be considered as preliminary results.

2.4.3. Psychomotor vigilance task

This task probes vigilant attention (Basner and Dinges, 2011) and requires participants to press a computer space bar as soon as a chronometer pseudorandomly starts on the screen (random interval of 2–10 seconds; 48 trials per task; 5 minutes). Performance was inferred from the mean reaction time after removal of anticipation (<100 ms) and lapses (>500 ms) [and error (>3000 ms)].

2.4.4. Visuomotor vigilance compensatory tracking task (CTT)

This task also probes vigilant attention and was performed during the TMS-EEG recordings [as in (Huber et al., 2013; Ly et al., 2016)]. It consists of keeping a constantly randomly moving cursor on a target located in the center of a computer screen, using a trackball device. The task was preferred to psychomotor vigilance task (PVT) during TMS-EEG recordings because it only requires continuous smooth and limited movement of a single finger and allows for continuous vigilance monitoring. Performance was computed as the average distance (in pixels) between the cursor and the target during TMS-EEG recordings, after removal of lapses. If signs of drowsiness were detected while performing the task during TMS-EEG sessions, the experimenter briefly touched the participant. Transitory lapses of vigilance resulted in temporary increases of the target-cursor distance and could be automatically detected offline. A lapse was identified when the cursor was located outside a central 200-by-200 pixel box surrounding the target for >500 ms from the last trackball movement. The lapse period ranged from the last trackball movement until the lapse detection. TMS evoked responses occurring during and <1 second from a lapse period were discarded from analyses.

2.5. Salivary melatonin and cortisol samples

Salivary melatonin and cortisol samples were first placed at 4 °C, before centrifugation and congelation at −20 °C within 12 hours. Salivary melatonin and cortisol were measured by radioimmunoassay (Stockgrand Ltd, Guildford, UK), as previously described (English et al., 1993). Most samples were analyzed in duplicate. The limit of detection of the assay for melatonin was 0.8 ± 0.2 pg/mL using 500 μL volumes, whereas it was 0.37 ± 0.05 nmol/L using 500 μL volumes (Read et al., 1977). Estimation of individual’s dim light melatonin onset (DLMO = phase 0°) was determined based on raw values. The 4 first samples were disregarded and maximum secretion level was set as the median of the 3 highest concentrations. Baseline level was set to be the median of the values collected from “wake-up time +5 hours” to “wake-up time +10 hours.” DLMO was computed as the time at which melatonin level reached 20% of the baseline to maximum level (linear interpolation).

2.6. Sleep EEG

Sleep EEG data were recorded using M7000 amplifiers (EMBLA, NATUS, Planegg, Germany) according to the 10/20 system. The habituation night montage consisted of a full polysomnography with 5 EEG channels (Fz, Cz, Pz, Oz, C3) referenced to left and right mastoids (A1, A2), 2 bipolar EEG, 2 bipolar electrocardiogram channels, 2 bipolar electrodes place on the chin (electromyogram), 2 bipolar electrodes placed on a leg to check for periodic movements, thoracic and stomach respiratory belts, nasal cannula, and an oximeter for sleep-related breathing disorder detection. Baseline night montage consisted of 11 EEG channels (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4, O1, O2) referenced to left and right mastoids (A1, A2), 2 bipolar EEG, and 2 bipolar electromyogram channels. EEG data were digitized at a sampling rate of 200 Hz. Sleep EEG recordings were automatically scored using a validated algorithm (ASEEGA, PHYSIP, Paris, France), including artifact rejection (Berthomier et al., 2007). Three recordings of young participants were rejected because of artifacted signal. Total time spent in bed (TIB), total sleep time, sleep efficiency (the ratio between total sleep time and TIB in %) are reported in Table 1. The other aspects related to sleep will be reported elsewhere.

2.7. Statistics

The circadian phase of all data points was estimated relative to individual DLMO (i.e., phase 0°, 15° – 1 hour). All data points were resampled after linear interpolation at the theoretical phases of the TMS-EEG sessions in the protocol (Fig. 1A): −150°, −60°, 0°, 30°, 75°, 135°, 165°, 210°, and 270°. Data were not extrapolated beyond 15° (i.e., 1 hour), such that resampling at 300° could not be carried out for most participants and was advanced at 270° instead. For analyses only including cognitive test batteries, data were resampled every 30°, after linear interpolation, from −135° to 255°. Data points situated 3 interquartile ranges above or below the 25th and 75th percentile were defined as extreme outliers and removed (up to 2 data points were removed per analyses, i.e., 1%–2% data points per analyze).

Statistical analyses were performed with SAS version 9.3 (SAS Institute, Cary, NC, USA). T-test on independent samples compared group characteristics ($\chi^2$ test for proportion comparisons; Table 1). Wilcoxon rank-sum test compared sleep, melatonin, cortisol, and relative distance mean values by group (non-normal distribution). Generalized linear mixed models (GLMMs) (PROC GLIMMIX) were applied to compute all statistics after determination of the dependent variable distribution (using Allfitdist MATLAB function). Subject (intercept) effect was included as a random factor. Circadian phase was included as the repeated measure together with an autoregressive estimation of autocorrelation of order 1 (AR[1]), and the covariance structure specified both the subject and group effect. In all GLMMs, degrees of freedom were estimated using Kenward-Roger’s correction (they are reported between brackets for each test). If an interaction term was significant, simple effects were assessed using post hoc contrasts (difference of least square means) adjusted for multiple testing with Tukey’s procedure. Betas (i.e., regression coefficient) were derived by applying the ESTIMATE statement. Differences of beta between age groups were not corrected for multiple comparisons. Regressions were used for visual display only and not as a substitute of the full GLMM statistics. When analyzing the time course of a given variable (i.e., cortical, behavioral and endocrine measures), GLMM included circadian phase, age group, and their interaction. When seeking for associations between cortical excitability (slope of the first TMS evoked EEG response) and behavior, GLMM included cortical excitability, the 4 circadian periods of the protocol (first early waking day, evening, end of the biological night, second early waking day after sleep loss), age group and all double/triple interactions. Each circadian period gathered 2 circadian phases [phase 75° was excluded to provide a clear distinction as in (Shekleton et al., 2013)] to identify over what part of the circadian cycle associations were detected—rather than specific phase—and to increase statistical power. Circadian phase was included as the repeated measure (i.e., the smallest experimental unit), and an interaction between subject and circadian period was included in the covariance structure to
specify that measures from the same subject should be correlated within the same circadian period. Betas in each group are only reported for completeness as the age group difference in beta was considered for statistics. T-tests on beta coefficients were performed when seeking for group differences in the link between cortical excitability and performance. The association between cortical excitability and 2-back performance significantly diverged across age groups, irrespective of circadian period, in a 2-tailed t-test on beta coefficients; this finding was then used as prior for subsequent tests of beta group difference (one-tailed t-test).

Semipartial $R^2 (R^2_p)$ was reported for each significant effect of interest as described in the study by Jaeger et al., 2017. Generalization of the $R^2$ statistic to GLMMs remains an unresolved problem, with several method proposed (Jaeger et al., 2017; Nakagawa and Schielzeth, 2013). We opted for the approach proposed and validated in the study by Jaeger et al., 2017 because it allows for a simple computation of semipartial $R^2$ as $\text{[Sum of Squares/(1-Sum of Square)]}$, with $\text{[Sum of Squares} = \text{NumDF} * FValue/DenDF]$ (NumDF: numerator degrees of freedom (DF); DenDF: denominator DF), provided that DF are estimated using Kenward-Roger’s methods.

3. Results

3.1. Endocrine and sleepiness measures in older and young participants

The sleep deprivation protocol was conducted under strictly controlled constant environmental conditions to detect both the influence of sleep homeostasis and of the circadian system on our measures of interest (Duffy and Dijk, 2002). Melatonin levels were assayed in hourly saliva samples, and all data were subsequently realigned relative to the onset of melatonin secretion (DLMO = circadian phase $0^\circ$), a gold standard marker of endogenous circadian phase (Pevet and Challet, 2011). Thus, all data are reported with respect to individual’s internal circadian clock (and expressed in degrees; $15^\circ = 1 h$), instead of the external clock time. Statistical analyses sought for effects of circadian phase, age group, and their interaction on the measures of interest through GLMMs.

Before the wakefulness extension, participants slept in the laboratory under polysomnography (Fig. 1A). TIB did not differ between age groups (Wilcoxon rank-sum test: $Z = 0.79, p = 0.21$; Table 1) but, as expected (Klerman and Dijk, 2008), sleep efficiency was significantly lower in older compared to young participants (Wilcoxon rank-sum test: $Z = 2.47, p = 0.01$; Table 1). Also as expected (Sagaspe et al., 2007), during the following 34 hours of prolonged wakefulness, older participants did not feel sleepier than younger participants [main effect of age group, $F (1, 21.51) = 0.46, p = 0.5$; main effect of circadian phase, $F (30, 583.5) = 11.72, p < 0.0001$; age group × circadian phase interaction, $F (30, 583.5) = 1.10, p = 0.33$; Fig. 2B]. In addition, melatonin showed its typical night time secretion profile in both age groups (Fig. 2A), but levels tended to be lower in the older versus younger group (area under the curve, Wilcoxon rank-sum test: $Z = -1.55, p = 0.06$). This may reflect the previously reported reduction in the strength of the circadian signal (Münch et al., 2005). Hourly saliva samples were also assayed for cortisol, which is under strong circadian control as well (Fig. 2B). Cortisol level was significantly higher in older compared with younger individuals (area under the curve, Wilcoxon rank-sum test: $Z = 3.4, p < 0.0007$, in line with previous findings (Van Cauter, 2000). Our sample of younger and older healthy individuals appears therefore in line with previous studies on the impact of prolonged wakefulness in aging.

3.2. Age-related dampening of the dynamics in cortical excitability during prolonged wakefulness

When focusing on cortical excitability measures (i.e., the slope of the earliest EEG response evoked by the TMS pulses), GLMM analyses revealed that its modulation across circadian phases differed between older and young participants [circadian phase × age group interaction, $F (8,128.1) = 2.09, p = 0.04$; Fig. 3A]. A significant simple effect of circadian phase was also detected [$F (8,128.1) = 2.37, p = 0.02$]. Subsequent post hoc comparisons indicated that cortical excitability was lower in the evening and first part of the biological night when compared to the end of the biological night in young individuals ($0^\circ$, $30^\circ$, $75^\circ < 135^\circ$, $p < 0.015$), whereas in older, cortical excitability was void of any robust changes over the protocol (p > 0.05 for all comparisons). Furthermore, cortical excitability was higher in younger versus older individuals at the end of the biological night (young older: $135^\circ, p = 0.02$; $165^\circ, p = 0.06$), when the circadian signal does not counter high sleep pressure, suggesting that high sleep homeostatic and circadian misalignment do not impact equally cortical excitability of older and young participants. No significant simple effect of age group was found (i.e., irrespective of circadian phase, $F (1,24) = 1.56, p = 0.22$). Analyses of the amplitude of the earliest EEG response evoked by the TMS

![Fig. 2. Endocrine and sleepiness time course during 34 hours of prolonged wakefulness in young and older adults (mean ± SE). (A–C) Time course of melatonin, cortisol, and subjective sleepiness (mean ± SE; $N_{\text{young}} = 13$; $N_{\text{older}} = 12$) relative to individual melatonin onset (phase $0^\circ$; $15^\circ = 1 h$). Average melatonin profile is displayed in gray on panel C. Refer to main text for differences between circadian phases. Abbreviation: DLMO, dim light melatonin onset.](image-url)
pulses, as an alternative measure of cortical excitability (Ly et al., 2016), led to similar statistical outcomes (Fig. S1). Importantly, these differences were detected while intensity of TMS pulses, estimated electric field generated by TMS, and the distance between the TMS coil and cortical hotspot did not differ between age groups (Table 1).

### 3.3. No significant association between cortical excitability and performance to vigilant attention tasks

We then switched to exploratory analyses including measures of cognitive performance to gain insight into the potential impact of cortical excitability dynamics on the outputs of brain function. We first considered the “simpler” tasks of the protocol, which probed vigilant attention. The PVT (Basner and Dinges, 2011) was administered 13 times during the protocol in-between TMS-EEG recordings, whereas the visuomotor compensatory tracking task (CTT) (Ly et al., 2016) was administered 9 times during TMS-EEG recordings (Fig. 1A). PVT performance significantly changed across circadian phases (main effect of circadian phase, \( F(13,240.7) = 6.97, p < 0.0001 \); Fig. 4A): it remained stable during a normal waking day and then sharply deteriorated (i.e., reaction time increased) during the biological night and early morning hours (75°−210° > −135°−0°, 270°, \( p < 0.05 \)). Although qualitative inspection of data may suggest that older individuals suffered less from night time prolonged wakefulness, no significant age group difference nor any circadian phase by group interaction was detected [as in (Buysse et al., 2005), but see (Sagaspe et al., 2012)]. Compensatory tracking task performance yielded a circadian phase × age-group interaction (\( F(8,131.9) = 1.99, p = 0.05 \); Fig. 4B). Group differences were detected at all circadian phases except the last 3 assessments (young < older: −150°−135°, \( p < 0.05 \); 165°−270°, \( p > 0.05 \), indicating a differential response to sleep loss, leading to less pronounced differences in performance between age groups toward the end of the protocol. An overall simple effect of circadian phase was also found [\( F(8,131.9) = 9.64, p < 0.0001 \)], with worse performance at the end of the biological night as compared to the first and second circadian day (−150°−0°, 210°, 270° < 135°, 165°, \( p <

---

**Table 2**

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Cortical excitability</th>
<th>PVT performance (mean reaction time)</th>
<th>CTT performance (mean reaction time)</th>
<th>GO/NO-GO tasks: N; 2-back, 3-back tasks: N</th>
<th>GLMMs including cortical excitability (measured as the slope of the first TMS-evoked EEG response)</th>
<th>GLMMs including cortical excitability (measured as the slope of the first TMS-evoked EEG response)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td>( 0.067 )</td>
<td>( 0.025 )</td>
<td>( 0.17 )</td>
<td>( 0.02 )</td>
<td>( F(1,146.1) = 0.82, ( p = 0.39 ) )</td>
<td>( F(1,146.1) = 0.82, ( p = 0.39 ) )</td>
</tr>
<tr>
<td>Older</td>
<td>( 0.002 )</td>
<td>( 0.026 )</td>
<td>( 0.17 )</td>
<td>( 0.02 )</td>
<td>( F(1,146.1) = 0.82, ( p = 0.39 ) )</td>
<td>( F(1,146.1) = 0.82, ( p = 0.39 ) )</td>
</tr>
</tbody>
</table>

**Fig. 3.** Cortical excitability dynamics during 34 hours of prolonged wakefulness in young and older adults (mean ± SE). Time course of cortical excitability (slope of the first TMS-evoked EEG response; \( N_{\text{young}} = 13; N_{\text{older}} = 12 \)): a circadian profile is visible in young, whereas is dampened in older participants. Time course is expressed relative to individual melatonin onset (DLMO = phase 0°; 15°−10h). Average melatonin profile is displayed in gray. * significant group differences (\( p = 0.04 \)) at circadian phase 135°, that is, around the end of the biological night. Abbreviations: TMS, transcranial magnetic stimulation; DLMO, dim light melatonin onset; EEG, electroencephalogram; TEP, TMS-evoked potential.
A trend for an age group difference was found (young < older, $F(1, 23.92) = 3.74, p = 0.07$).

We asked whether variations in performance to each vigilant attention task were significantly associated with cortical excitability changes during the protocol. Associations between cortical excitability and vigilant attention measures were investigated over 4 broad circadian periods of the protocol (instead of single circadian phase), known to be critical for the interplay between the sleep homeostasis and the circadian timing system (Dijk and Czeisler, 1995), that is, the first early waking day, the evening period, the end of the biological night, and the second early waking day after sleep loss (Fig. 1A; see 2.7 Statistics).
statistical outcomes are reported in Table 2. These analyzes did not reveal any significant association (Supplementary Fig. S2). In our sample, cortical excitability is therefore not significantly associated with performance to tasks relying primarily on vigilant attention.

3.4. Significant association between the dynamics of cortical excitability and executive performance during prolonged wakefulness

Our focus then switched to the cognitive tasks with a higher executive load: the 2-back and 3-back versions of the n-back task and the GO/NO-GO task, which were administered during the cognitive test batteries (Fig. 1A; right before the PVT). The 2- and 3-back tasks are more resource-demanding than the GO/NO-GO, such that 3 older individuals were removed from the n-back analyses because task instructions were not applied correctly (De Beni and Palladino, 2004) (see 2.4.2 N-back tasks). The 2- and 3-back tasks showed overall similar performance profiles (Fig. 4C–D). Performance to the 2-back task changed across circadian phases [F(13,191.7) = 2.30, \( p < 0.007 \)], and according to the age group [young > older, \( F(1,120.27) = 8.01, \ p < 0.01 \)], but without a circadian phase \( \times \) age group interaction [\( F(13,191.7) = 1, \ p = 0.45 \)]. Performance to the 3-back task showed a significant circadian phase \( \times \) age group interaction [\( F(13,221.1) = 3.29, \ p = 0.0001 \)], a simple effect of age [\( F(1,199.6) = 11.96, \ p = 0.03 \)], but no simple effect of circadian phase [\( F(13,221.1) = 1.43, \ p = 0.15 \)]. For both tasks, post hoc comparisons revealed that young individuals performed significantly better than older adults from the beginning of the protocol to the middle of the night (2-back: young > older, \( -135^\circ -105^\circ, \ p \leq 0.05 \); 3-back: young > older, \( -135^\circ -75^\circ, \ p \leq 0.05 \)). In addition, in young individuals, performance was significantly worse during the end of the biological night and early morning after sleep loss compared with all prior measurements (2-back: young, \( -135^\circ -75^\circ > 165^\circ, \ p < 0.05 \); 3-back: young, \( -135^\circ -75^\circ > 105^\circ -225^\circ, \ p < 0.05 \)), whereas no differences between circadian phases were detected in older individuals (\( p > 0.05 \) for all comparisons). GO/NO-GO performance (Fig. 4E) yielded a significant main effect of circadian phase [\( F(13,234.8) = 1.84, \ p = 0.04 \)], a trend for a main effect of age group [\( F(1,123.21) = 3.99, \ p = 0.057 \]), with higher commission error rate in younger individuals but no circadian phase \( \times \) age group interaction [\( F(13,234.8) = 0.79, \ p = 0.67 \)]. Post hoc contrasts yielded significant differences between age groups, with better performance in the older group from the end of the biological night until the end of the protocol (older < younger: \( 135^\circ -195^\circ, 255^\circ, \ p < 0.05 \)).

These results show that overall performance to an n-back task is lower in older individuals, whereas it is higher for the GO/NO-GO, as in the study by Sagaspe et al., 2012. Better age-related performance to the GO/NO-GO may arise from a speed-accuracy trade-off (Staub et al., 2015) (Supplementary Fig. S3D). The results further confirm that, for both types of executive tasks, older individuals suffer relatively less from sleep loss as compared with the younger group (Sagaspe et al., 2012), a pattern that is reminiscent of the dynamics in the underlying cortical excitability. To formally test this
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\caption{Associations between executive performance and cortical excitability in young and older individuals during prolonged wakefulness. Regression display between executive performance measures to the 2-back (N\textsubscript{young} = 13; N\textsubscript{older} = 9) (A), 3-back (N\textsubscript{young} = 13; N\textsubscript{higher} = 9), (B) and GO/NO-GO (N\textsubscript{young} = 13; N\textsubscript{higher} = 12), (C) tasks and cortical excitability (measured as the slope of the first TMS-evoked response), across the 4 circadian periods of the protocol (i.e., first early waking day, evening, end of the biological night and second early waking day after sleep loss). Vertical black arrows indicate the direction of performance improvement. Thicker regression lines highlight the significant associations found in the GLMM analyses; * age group difference of beta, \( p \leq 0.05 \); * trend for age group difference of beta, \( p < 0.07 \). Regressions were used for visual display only and not as a substitute of the full GLMM statistics presented in Table 2. For consistency, cortical excitability and 2-back association was also displayed across all circadian periods; refer to Supplementary Fig. S3 for associations between executive performance and cortical excitability irrespective of circadian period. Abbreviations: GLMM, Generalized linear mixed model; TEP, TMS-evoked potential.}
\end{figure}
similarity, we computed GLMMs to address whether executive task performance was associated with cortical excitability over the 4 circadian periods of the protocol (first early waking day, evening, end of the biological night, second early waking day after sleep loss). Statistical outcomes are reported in Table 2.

We found that the direction of the association between executive performance and cortical excitability differed between age groups. For the 2-back, this association was irrespective of the circadian period (significant cortical activity x age group interaction; Table 2). Higher cortical excitability was associated with better performance in the older group, whereas the inverse was true for young adults (beta young = -0.41; beta older = 1.17; young vs. older, p = 0.02; Fig. 5A and Supplementary Fig. S3A). Analyses yielded similar results when considering the 3-back and GO/NO-GO tasks but at specific critical circadian periods (significant cortical excitability x age group x circadian period interaction; Table 2). For the 3-back, higher cortical excitability was associated with poorer and better performance, respectively, in the young and older groups at the end of the biological night, when the circadian signal maximally promotes sleep at a time of very high sleep need (Dijk and Czeisler, 1995) (beta young = -0.36; beta older = 0.6; young vs. older, p = 0.07; Fig. 5B). Considering the GO/NO-GO task, higher cortical excitability was associated with poorer and better performance, respectively, in the young and older groups during the evening, when the circadian alerting signal maximally counteracts the need for sleep (Dijk and Czeisler, 1994) (beta young = 0.73; beta older = -0.19; young vs. older, p = 0.02; Fig. 5C). GO/NO-GO performance was also positively related to cortical excitability, irrespective of age group and circadian period [main effect of cortical excitability, F (1,138.3) = 3.90, p = 0.05; Table 2].

4. Discussion

Elucidating the bases of age-related changes in brain function is a crucial scientific challenge. Here we focused on cortical excitability, an essential aspect of basic brain function previously implicated in age-related cognitive decline (Rizzo et al., 2015). The data reveal that cortical excitability dynamics during prolonged wakefulness dampens in aging, with only minor variations during the protocol. The age-related decrease in the buildup of sleep pressure and in the amplitude of the circadian signal, previously detected in EEG synchrony, behavior, and endocrine measures (Dijk et al., 1999; Landolt et al., 2012; Münch et al., 2005; Schmidt et al., 2012), are therefore also reflected in the dynamics of a basic aspect of brain function, making cortical excitability of older adults less susceptible to sleep loss and circadian misalignment. This finding alone may have implications for neurostimulation and neurorehabilitation, which are therapies commonly provided for age-related neurological disorder (Di Pino et al., 2014).

There are several potential mechanisms underlying the progressive change in cortical excitability dynamics in aging, and we are not in a position to isolate them. Recent mouse data indicate that the repertoire of single neuron activity during wakefulness and sleep in the motor cortex is stable in aging, suggesting that single neuron functional characteristics change very little over the life-span (Mckillop et al., 2018). Change in threshold and amplitude of action potentials, as well as in their frequency, has, however, been reported in aging (Rizzo et al., 2015). Similarly, ion channel function and neuromodulator concentrations are progressively altered over the lifespan (Mather and Harley, 2016; Raz and Rodrigue, 2006; Rizzo et al., 2015). In addition, age-related reduction in clock gene expression (Chen et al., 2016; Kondratov et al., 2006) or alterations in homeostatic sleep-dependent gliotransmission regulation (Meyer et al., 2007) were detected. Interestingly, neuronal desynchrony in the aged suprachiasmatic nucleus, that is, the circadian master clock in mammals, was found in an animal model, resulting in an overall dampening of suprachiasmatic nucleus activity fluctuation over the circadian cycle (Farajnia et al., 2012). Our findings suggest that reduced circadian variation in neuronal function also takes place within the frontal cortex, that is, outside the master circadian clock.

Cortical excitability may ultimately be related to synaptic strength (Rossini and Rossi, 2007). If true, we could infer that, in young individuals, extended wakefulness during the biological night prevent sleep-dependent synaptic downscaling (Tononi and Cirelli, 2006) and increases overall synaptic strength (de Vivo et al., 2017), concomitantly to a strong circadian modulation. In older individuals, we barely detected any changes in cortical excitability when wakefulness was prolonged from one day to the next day (cf. Fig.3. –150° vs. 210° or –60° and 270°). This could be due to age-related synaptic changes (Morrison and Baxter, 2012), which would lead to overall reduced experience-dependent synaptic modification so that sleep would be less required for maintaining synaptic function in aging. This is in line with the age-related reduction in sleep need buildup (Klerman and Dijk, 2008; Shiromani et al., 2000). In vitro research suggests that TMS triggers responses mainly arising from neuron somas (Pashut et al., 2014), such that age-related changes in cortical excitability may also be driven, at least in part, by neuron cell body.

Importantly, we do not find significant difference between age groups irrespective of circadian phase. This is in line with another study (Casarotto et al., 2011) but is contradicting other previous indications of a reduced cortical and neuronal excitability in aging (Ferreri et al., 2017). Discrepancies between studies may in fact reside, at least in part, in the differential impact of sleep need and circadian phase on cortical excitability as one gets older (if prior sleep-wake history or time-of-day were not properly controlled for). Although we do not demonstrate that physiological aging has no impact on overall cortical excitability, our results strongly suggest that, in comparison, the age-related changes in the dynamics of cortical excitability during prolonged wakefulness are more important.

Change in cortical excitability represents part of one’s capacity to adapt to daily challenges. We confirm that, in young individuals, this adaptation takes the form of a nonlinear circadian modulation of cortical excitability (i.e., significant difference between the evening vs. early morning) likely reflecting combined circadian and sleep homeostasis influences (Huber et al., 2013; Ly et al., 2016). The dampening of cortical excitability dynamics during prolonged wakefulness in older participants might therefore reflect less adaptable brain underlying reduced cognitive flexibility in aging. In other words, the flexibility in cortical excitability and behavior seen in young during prolonged wakefulness might be a positive allostatic response to acute disruption of the sleep-wake cycle and ultimately an indicator of cognitive fitness.

Exploratory analyses show that cortical excitability may be differentially related to different aspects of cognition, as in our data set, it was significantly related to performance to executive tasks but not to vigilant attention tasks. Using a larger sample of younger individuals, we did find, however, an association between cortical excitability dynamics during sleep loss and vigilant attention (Ly et al., 2016). Our data further suggest that the direction of the association between cortical excitability and executive performance may change across the age groups: in our data set, older individuals’ increased cortical excitability is associated with better performance, whereas in young adults, it is associated with worse performance. This may again be related to specific and relatively subtle synaptic alterations which are associated with impairments in cognitive function rather than to merely loss of neurons in the neocortex (Morrison and Baxter, 2012). This preliminary finding
may also indicate that older participants displaying a margin ability in increasing cortical excitability (i.e., cortical resilience) perform better in task requiring a high degree of cognitive flexibility, such as executive function (Gajewski and Falkenstein, 2018). It is important to stress, however, that no causal link can be drawn for the present study. Our findings may point toward a role for the dynamics of cortical excitability during prolonged wakefulness in driving age-related variations in cognitive performance, at least for executive processes. We surmise that this link would follow two different trajectories depending on age: an inverted U-shape for the young, with an optimal level of cortical excitability beyond which performance would be negatively related to higher cortical excitability. In young individuals, cortical excitability would be close to this optimal level during the circadian day while well rested, as indicated by mostly high and stable performance, but the significant rise in cortical excitability found during the biological night would be detrimental for cognition. In contrast, in older individuals, the link between cortical excitability and performance would be linear. Modifications of cortical excitability, through changes in the circadian system and in the buildup of the need for sleep, are reduced or compromised in older individuals: the optimal level beyond which the association becomes negative is not reached. Because the association between cortical excitability and executive performance was positive in older adults, it may imply that cognition could be improved in aging by acting on neuron excitability, but this remains to be formally tested with a large sample size. Herein, we observed an association between cortical excitability and executive performance at specific circadian periods for two of the three executive tasks. Future investigations, in larger sample size, are required to confirm these preliminary findings and address notably whether the association between cortical excitability and executive performance is specific to certain circadian periods or is present at all circadian phases with variable strength. The reason for the unequal association between cortical excitability and different cognitive domains may reside in part on the distinct brain regions sustaining them: executive function rely heavily (but not exclusively) on the frontal cortex, the region probed with TMS in the present study, while the cortical substrates of attentional processes are more posterior and depend more substantially on the parietal cortex and on subcortical areas (Fan et al., 2005; Schmidt et al., 2009). Furthermore, evidence suggest that early age-specific and subtle neural changes are nested primarily in the frontal cortex areas (Daigneault et al., 1992; Masliah et al., 1993), sustaining high order abilities (Wang et al., 2011) so that executive functions are among those most vulnerable to the aging process. Our cortical measure may have caught these subtle age-related differences in measures of executive performance, especially when considering early stages of cognitive decline (our age sample was ~60 years old).

5. Conclusions

Herein, we tested whether sleep–wake regulation of basic cortical function changed across young adults (<30 years) to late middle-aged individuals (50–70 years). We demonstrate that the dynamics of cortical excitability during prolonged wakefulness dampens in older individuals, presumable because of the age-related changes in the interplay between circadian rhythmicity and sleep homeostasis (Schmidt et al., 2012). We further provide preliminary evidence that the lessened clockwork of the circadian and sleep homeostasis processes in aging may act on cognition through a reduction of cortical excitability during extended wakefulness. It is likely that this process does not suddenly change at the age range of 60 years but gradually abate from the middle year of life (Carrier et al., 2001). The current results provide a framework for future studies that should address whether preserved cortical excitability dynamics during sustained wakefulness may not only counteract cognitive decline into advanced age but also protect against neurodegenerative diseases, such as Alzheimer’s disease.
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Phase II, Paper 4: Dynamics of cortical response complexity during sleep deprivation and circadian misalignment in young and older healthy individuals and association with vigilance performance


Since EEG complexity has been shown to change between sleep and alert wakefulness vigilance states, as well as according to age (both during sleep and wakefulness) (Casali et al., 2013; Tosun et al., 2019), and to be related to cognitive performance (Stam, 2005), we decided to take an alternative approach this time to re-investigate cortical complexity response dynamic during prolonged wakefulness and, in addition, to assess whether it changes with age. In \emph{phase I} indeed, a first attempt to measure cortical response complexity was done at the source level, in a group of young participants (18-30 y). In \emph{phase II}, cortical complexity response is computed at the sensor level, both locally (closest to TMS hotspot) and globally (over the scalp), in young (18-30 y) and older participants (50-70 y). The approach at the sensor level has been chosen because the source reconstruction steps might have added noise to data, masking the subtle temporal profile changes of the cortical response complexity, and also because a sensor level approach is faster to compute (Comolatti et al., 2019). The main objective is still to investigate whether brain response complexity changes during prolonged wakefulness and sleep deprivation, when vigilance level considerably varies. We hypothesise that (1) cortical response complexity will reflect the dual impact of sleep homeostasis and the circadian signal. In particular, because of the increasing intrusion of slow EEG oscillations during the biological night, we expect lower complexity value at night, around the nadir of vigilance performance. (2) Since EEG brain activity during both sleep and wakefulness undergoes a relative shift towards more high-frequency and oscillation power in ageing, we further anticipate that cortical response complexity will be higher in the older group over the entire protocol. Results disclose that global cortical complexity response profile changes with time spent awake, but –against our initial thoughts–
complexity tends to increase at the beginning of the biological night and to decrease the following biological day (state-like effect). Cortical complexity response is higher in the older compared to the young participants (trait-like effect) and is associated with worse vigilance performance. Thus, non-linear Lempel-Ziv complexity can provide additional insights to classical linear approaches, and further characterise the neurophysiological mechanisms of cortical activity.
Dynamics of cortical response complexity during sleep deprivation and circadian misalignment in young and older healthy individuals and association with vigilance performance

Abstract

Characterization of the complexity of EEG responses has provided important insight in cognitive function as well as in the brain bases of consciousness and vigilance. Whether brain response complexity changes during prolonged wakefulness and sleep deprivation – when vigilance level considerably varies – is not fully elucidated yet. In the present study, we repeatedly assessed EEG responses to transcranial magnetic stimulation (TMS) over 34h of sleep deprivation under constant routine conditions in healthy younger (N = 13; 5 women; 18-30 yo) and older (N = 12; 6 women; 50-70 yo) individuals, while they were performing a vigilance task. Response complexity was computed both at the global (all scalp sensors) and local (around TMS hotspot) levels using the Lempel-Ziv algorithm, which measures the randomness of a given time series. Complexity response was significantly higher in older compared to young volunteers over the entire protocol. Global complexity response significantly changed with time spent awake, with a potential increase from the beginning to the middle of the biological night, followed by a potential decrease from the middle of the biological night to the following afternoon. An unexpected different link between vigilance performance and brain response complexity was detected across age groups: higher response complexity was associated with lower performance in the older group, particular in the morning sessions. These findings show the evolution of cortical complexity between different level of vigilance, experienced during sleep deprivation and circadian misalignment in two age groups. Lempel-Ziv complexity can provide additional insights to classical linear approaches, and further characterise the neurophysiological mechanisms of cortical activity.
In our 24/7 society, how the brain deals with sleep loss and circadian misalignment, and how performance is affected by it is a timely research focus. Sleep homeostasis and the circadian timing system have been established as essential to these matters. Sleep homeostasis progressively increases during prolonged wakefulness. Under well-rested circumstances during the biological day, the circadian signal opposes this progressive increase in sleep need, so that brain function and performance remain relatively stable over ~16h of wakefulness (A A Borbély, 1982; Alexander A. Borbély, Daan, Wirz-Justice, & Deboer, 2016). The circadian signal then stops opposing sleep need and promotes sleep during the biological night, so that sleep can be initiated and maintained throughout the biological night. However, if wakefulness is extended into the biological night, cognition and vigilance are jeopardized, particularly at the end of the night. If wakefulness is further prolonged, the circadian signal will re-oppose sleep need, thus triggering a partial restoration of vigilance and behavioural performance during the next biological day, even if sleep did not take place.

These changes are reflected in variations in the prevalence of different oscillations of the electroencephalogram (EEG). The EEG repertoire remains relatively stable towards higher frequencies during the day, but shows a sharply increase in lower frequencies at night if one remains awake, followed by a partial decrease the following day, reflecting the dual impact of sleep homeostasis and the circadian system (Cajochen, Wyatt, Czeisler, & Dijk, 2002). If sleep occurs at night, the initial high power in lower frequency progressively decreases, reflecting sleep need dissipation. These dynamic changes in EEG oscillation composition has been related to molecular, cellular and system level changes. These insights have however been gained through linear analyses of the EEG (e.g. Fourier transformation).

In the last decades, non-linear mathematical approaches have been applied to infer temporal structure of brain activity (Stam, 2005b). Lempel-Ziv complexity (LZC) algorithm is one of these approaches, which characterizes mostly the degree of randomness of the time series (Lempel & Ziv, 1976): it is related to the number of distinct substrings and to the their recurrence rate along a given sequence. LZC reflects the underlying activeness and information processing capacity of the underlying neurons (Hu & Zhang, 2019) and is therefore brain state-dependent. LZC has been proven to successfully differentiate between different consciousness and vigilance states (alert wakefulness, light and deep slow wave sleep, rapid eye movement (REM) sleep, disorders of consciousness, anaesthesia) (Casali et al., 2013; Mateos, Guevara Erra, Wennberg,
LZC and related measures of irregularity have been shown to be high during normal wakefulness and REM sleep and low during non-REM (NREM) sleep, with a progressive decrease from light to deeper sleep stages. This progressive increase in the regularity of the signal depends at least in part on changes in the balance between high-frequency and low-frequency EEG powers, resulting in a hypersynchronous EEG signal during deep sleep (Aboy, Hornero, Abásolo, & Álvarez, 2006b). Two studies investigated whether cortical complexity changes during partial sleep deprivation in rats (Abásolo, Simons, Morgado da Silva, Tononi, & Vyazovskiy, 2015; Tosun, Abásolo, Stenson, & Winsky-Sommerer, 2017) and found no significant change in complexity. Furthermore, a study in young humans also reported no significant changes in spatial complexity over 28h of sleep deprivation (Gaggioni et al., 2018). Whether LZC EEG complexity changes during prolonged wakefulness remains to be established in humans and in particular over the biological night during total sleep deprivation. Likewise, whether the dynamics of EEG complexity during prolonged wakefulness varies in ageing – when sleep homeostasis and the circadian system undergo profound modifications (Schmidt, Peigneux, & Cajochen, 2012) (Derk Jan Dijk & Duffy, 1999; Landolt, Rétey, & Adam, 2012; Münch et al., 2005) – remains to be investigated. Furthermore, how these changes may be related to vigilance performance is also not known.

To answer these questions, we computed LZC complexity of EEG brain responses to transcranial magnetic stimulation (TMS), recorded in 9 TMS-EEG sessions acquired over 34h of prolonged wakefulness, under strictly controlled constant routine conditions (Duffy & Dijk, 2002), in healthy younger and older adults of both sexes. This protocol allows to detect the combined influence of sleep homeostasis and the circadian system on TMS-induced cortical response, which mimicked normal brain stimulus processing (Burke, Fried, & Pascual-Leone, 2019). Concomitantly to TMS-EEG recordings, participants performed a vigilance task, allowing for correlations with simultaneous LZC complexity that was computed both globally (over the entire scalp) and locally (around TMS hotspot). We hypothesised that cortical response complexity would reflect the dual impact of sleep homeostasis and the circadian system on brain function. In particular, because of the increasing intrusion of slow EEG oscillations during the biological night, we expect lower complexity value at night, around the nadir of vigilance performance. Since EEG brain activity during both sleep and wakefulness undergoes a relative shift towards more high-frequency and oscillation power in ageing (Carrier, Land, Buysse, Kupfer, & Monk, 2001), we further anticipated that cortical response complexity would be
higher in the older group over the entire protocol. Finally, we expected significant associations between LZC complexity and vigilance performance, particularly during the biological night.

2. Material and Methods

Except for Lempel-Ziv complexity analyses, all procedures are as in (Gaggioni et al., 2019).

2.1. Participants. The study was approved by the Ethics Committee of the Medicine Faculty of the University of Liège. Participants gave their written informed consent and received a financial compensation. Twenty-six healthy participants were enrolled, 13 older adults (62.6 y ± 3.8; 7 women) and 13 young (22.8 y ± 2.9; 5 women). Exclusion criteria included: Body Mass Index (BMI) < 18 and > 28; recent psychiatric history, severe trauma, sleep disorders; addiction; chronic medication affecting the nervous system; smokers, excessive alcohol (> 14 doses/week) or caffeine (> 3 cups/day) consumption; night shift workers during the last year; transmeridian travel during the last two months; anxiety or depression; poor sleep quality; excessive self-reported daytime sleepiness; early signs of dementia (in older participants). Anxiety was measured by the 21 item Beck Anxiety Inventory (BAI ≤ 14) (Beck, Brown, Epstein, & Steer, 1988); mood by the 21 items Beck Depression Inventory II (BDI-II ≤ 14) (Steer, Ball, Ranieri, & Beck, 1997); sleep quality by the Pittsburgh Sleep Quality Index Questionnaire (PSQI ≤ 7) (Buysse, Reynolds 3rd, Monk, Berman, & Kupfer, 1989); daytime sleepiness by the Epworth Sleepiness Scale (ESS ≤ 11) (Johns, 1991); early signs of dementia using Mattis scale (Mattis S, 1998). Chronotype was also assessed using the Horne-Östberg Questionnaire (Horne & Östberg, 1976). As in (Gaggioni et al., 2019), one older participant was discarded from all analyses because his performance was 3 interquartile ranges above or below the 25th and 75th percentile of the older participant sample. The final sample included therefore 13 young and 12 older participants. Further sample characteristics are reported in (Gaggioni et al., 2019).

2.2. Experimental protocol. At least a week before the experiment, participants completed a preparatory TMS-EEG session to determine optimal TMS parameters for artefact-free recodings. Participants also completed a screening night of sleep to exclude major sleep disorders (periodic leg movement with perceived leg impatience and/or apnea-hypopnea index > 15/h). During the 7 days preceding the study, they kept a regular
Participants were requested to abstain from all caffeine and alcohol-containing beverages for 3 days preceding the study.

Participants were first maintained in dim light for 5.5 h (< 5 lux) and trained to the cognitive test batteries, prior to sleeping at their habitual bedtime, for their habitual duration (in complete darkness). Following awakening and brief showering, the experiment consisted in a 34h constant routine sleep deprivation protocol (i.e. light < 5 lux, temperature ~19°C, regular isocaloric liquid meals and water, semi-recumbent position, no time-of-day information, sound proofed rooms) (Duffy & Dijk, 2002). The TMS-compatible electrode cap was placed upon awaking. TMS-evoked EEG potentials (TEPs) were recorded 9 times (1000, 1600, 2000, 2200, 0100, 0500, 0700, 1000, 1600, for a subject sleeping from 2300 to 0700) (Fig. 1A).

2.3. TMS-evoked EEG response acquisitions and preprocessing. As in (Huber et al., 2013; Julien Q.M. Ly et al., 2016), the left or right superior frontal gyrus was set as stimulation target for right or left-handed, respectively. Stimulation target was located on individual structural MRI by means of a neuronavigation system (Navigated Brain Stimulation; Nexstim). This device allows for reproducible evoked EEG responses and precise target location (FDA approval for presurgery). The neuronavigation system ensured that hotspot location remained constant across sessions within an individual (± 2 mm). TMS pulses were generated by a Focal Bipulse 8-coil (mean/outer winding diameter ca. 50/70 mm, Nexstim, Helsinki, Finland). The intensity of TMS pulses ($I$, %), the estimated induced electric field ($EF$, V/m), and the distance between the coil and the cortical hotspot ($Dist$, mm) did not diverge between the two age groups ($I_{young} = 54.2 \pm 4.5$, $I_{older} = 55.2 \pm 5.2$; $EF_{young} = 108.5 \pm 16$, $EF_{older} = 116.2 \pm 16.6$; $Dist_{young} = 17.9 \pm 2.2$, $Dist_{older} = 17.5 \pm 2.2$ – all comparisons $P > 0.6$). Each TMS-EEG session included 250-300 trials. Interstimulus intervals were randomly jittered between 1900 and 2200 ms. TMS responses were recorded with a 60-channel TMS-compatible EEG amplifier (Eximia; Nexstim), equipped with a proprietary sample-and-hold circuit that provides TMS artifact free data from 5 ms post-TMS (Virtanen, Ruohonen, Naatanen, & Ilmoniemi, 1999). Electrooculogram (EOG) was recorded with two additional bipolar electrodes. Participants wore the EEG cap during the entire protocol, and electrodes impedance was set below 5 kΩ prior to each recording session. Signal was band-pass-filtered between 0.1 and
500 Hz and sampled at 1450 Hz. Each TMS-EEG session ended with a neuronavigated digitization of the location of each electrode. Auditory EEG potentials (AEP) evoked by TMS and bone conductance were minimized by diffusing a continuous loud white masking noise through earplugs, and applying a thin foam layer between the EEG cap and the TMS coil. Each session was followed by a sham session consisting in 30-40 TMS pulses delivered parallel to the scalp while white noise was diffused at the same level. Absence of AEP was checked online on Cz between 0-500 ms post-TMS (all sessions were AEP-free). Data of sham sessions were not considered any further.

EEG data were preprocessed using SPM12 (Statistical Parametric Mapping 12, http://www.fil.ion.ucl.ac.uk/spm/) implemented in Matlab 2015 (The Mathworks Inc, Natick, MA). Processing included the following: visual rejection of artefact, re-referencing to average of good channels, low-pass filtering at 80 Hz, resampling from 1450 to 1000 Hz, high-pass filtering at 1 Hz, epoching between –100 and 300 ms around TMS pulses (at 0 ms), baseline correcting (-100 to -1 ms pre-TMS), robust averaging (Leonowicz, Karvanen, & Shishkin, 2005).

2.4. Compensatory tracking task (CTT). This visuomotor task probes vigilance (i.e. the ability to sustain attention over prolonged periods of time) and was performed during the TMS-EEG recordings (as in (Huber et al., 2013; Julien Q.M. Ly et al., 2016)). It consists in keeping a constantly randomly moving cursor on a target located in the centre of a computer screen, using a trackball device. The task was chosen because it only requires continuous smooth and limited movement of a single finger and allows for continuous vigilance monitoring during TMS-EEG recordings. Performance was computed as the average distance (in pixels) between the cursor and the target during TMS-EEG recordings, following removal of lapses. If signs of drowsiness were detected while performing the task during TMS-EEG sessions, the experimenter briefly touched the participant. Transitory lapses of vigilance resulted in temporary increases of the target-cursor distance, and could be automatically detected offline. A lapse was identified when the cursor was located outside a central 200 by 200 pixel box surrounding the target for > 500 ms from the last trackball movement. The lapse period ranged from the last trackball movement until the lapse detection. TMS evoked responses occurring during and < 1 s from a lapse period were discarded from analyses.
2.5. Lempel-Ziv complexity.

The cortical response complexity at the sensors level (global and local) was inferred by applying the non-linear Lempel-Ziv complexity algorithm. LZC is a scalar metric that approximates the amount of non-redundant information contained in a substring of EEG signal by estimating the minimal size of the “vocabulary” necessary to describe the string (Hu & Zhang, 2019). (Lempel & Ziv, 1976) The coarse-graining approach converts first the original signal into 0-1 sequence through comparing the amplitude values with the threshold. The median of the averaged evoked response of each channel is used as the threshold, because of its robustness to outliers. Then, the binary sequence is scanned from left to right by the Lempel–Ziv algorithm. The complexity counter \( c(n) \) is increased by one-unit every time a new subsequence of consecutive characters is encountered (Fig. 1B). To obtain a complexity measure that is independent of the sequence length, it must be normalized \( C(n) \), resulting in a scalar metric ranging between 0 and 1: the lower limit shows a stationary signal with no varying dynamics, while the upper limit shows a very complex signal with multiple complex dynamics (Aboy et al., 2006b) (Zhang, Roy, & Jensen, 2001). The LZC algorithm was applied on a time window between 8 and 300 ms post stimulus (1 sample every ms), avoiding potential artefact (Virtanen et al., 1999), while participants were performing a vigilance task. Thus, the temporal complexity inferred from the TEPs over the 60 EEG channels is a mixture of the magnetically evoked responses with visuomotor CTT components. The global response complexity was computed by averaging the response complexity value over all good channels in a given session. Thus, global response complexity is dependent on the cortical activation triggered by TMS and the global brain state (state-dependency). The local response complexity was computed by considering only the electrodes within a circle of 35 mm ray and centre the maximal electric field generated by TMS (Barker, 1991; Thielscher & Kammer, 2002). The angular distance between the centre and the sensors was calculated by applying the sphereFit Matlab function. Thus, local response complexity is substantially more dependent on the direct cortical activation evoked by TMS rather than the global brain state.
Figure 1. Experimental protocol and cortical response complexity computation. A. After a baseline night of sleep, 12 older and 13 young healthy participants underwent 34 h of sustained wakefulness under constant routine conditions. Cortical response complexity was assessed 9 times using TMS-EEG over 1.5 circadian cycle. During TMS-EEG sessions, a visuomotor compensatory tracking task (CTT) was administered. Saliva samples were collected hourly for melatonin, allowing a posteriori data realignment and interpolation based on individual endogenous circadian timing (inferred based on dim light melatonin onset – DLMO). Time is expressed in circadian phase (degrees - °; 15° = 1h), and equivalent elapsed time awake (h). Representative clock time is for a participant with a 2300–0700 sleep-wake schedule. * Data were not extrapolated > 15° from the last recording: resampling at 300° could not be carried out in most participants, and was done at 270° instead. B. Computation of the cortical response complexity: for each of the EEG channels of the butterfly response evoked by TMS, the coarse-graining approach first converts the original averaged signal into 0-1 sequence, through comparison of the amplitude values with a given threshold (Td). The median value of the amplitude values is chosen as Td. Then, the Lempel-Ziv algorithm counts the number of different patterns in the sequence. The final complexity measure is normalised.

2.6. Hourly salivary melatonin samples were first placed at 4°C, prior centrifugation and congelation at -20°C within 12 hrs. They were measured by radioimmunoassay (Stockgrand Ltd, Guildford, UK), as previously described (English, Middleton, Arendt, & Wirz-Justice, 1993). Most samples were analyzed in duplicate. The limit of detection of the assay for melatonin was 0.8 ± 0.2 pg/ml using 500 µL volumes, while it was 0.37 ±
0.05 nmol/L using 500 µL volumes (Read, Fahmy, & Walker, 1977). Estimation of individual’s dim light melatonin onset (DLMO = phase 0°) was determined based on raw values. The 4 first samples were disregarded and maximum secretion level was set as the median of the 3 highest concentrations. Baseline level was set to be the median of the values collected from “wake-up time + 5 h” to “wake-up time + 10 h”. DLMO was computed as the time at which melatonin level reached 20% of the baseline to maximum level (linear interpolation). No group differences of the DLMO onset/offset (hh:min) were reported (DLMO-onset_youth = 21.43 ± 01:11, DLMO-onset_old = 21:43 ± 00:38; DLMO-offset_youth = 08:21 ± 01:01, DLMO-offset_old = 07:55 ± 01:05 –all comparisons P > 0.3).

2.7. Statistical analyses. The circadian phase of all data points was estimated relative to individual DLMO (i.e. phase 0°, 15° = 1 h) that is a gold standard marker of endogenous circadian phase, signalling the beginning of the biological night (Pevet & Challet, 2011). All data points were resampled following linear interpolation at the theoretical phases of the TMS-EEG sessions in the protocol (Fig. 1A): -150°, -60°, 0°, 30°, 75°, 135°, 165°, 210° and 270°. Data were not extrapolated beyond 15° (i.e. 1 h), such that resampling at 300° could not be carried out for the majority of the participants and was advanced at 270° instead. Data points situated 3 interquartile ranges above or below the 25th and 75th percentile were defined as extreme outliers and removed (up to two data points were removed per analyses, i.e. 1-2% data points per analysis).

Statistical analyses were performed with SAS version 9.3 (SAS Institute, Cary, NC, USA). T-test on independent samples compared group characteristics (Chi squared for proportion comparisons). Wilcoxon rank-sum test compared melatonin values (non-normal distribution). Generalized linear mixed models (PROC GLIMMIX) were applied to compute all statistics following determination of the dependent variable distribution (using Allfitdist Matlab function). Subject (intercept) effect was included as random factor. Circadian phase was included as the repeated measure together with an autoregressive estimation of autocorrelation of order 1 [AR(1)], and the covariance structure specified both subject and group effect. In all GLMMs, degrees of freedom were estimated using Kenward-Roger’s correction (reported between brackets for each test). If an interaction term was significant, simple effects were assessed using post-hoc contrasts (difference of least square means) adjusted for multiple testing with Tukey’s procedure. Betas (i.e. regression coefficient) were derived by applying the ESTIMATE statement; they were not corrected for multiple
comparisons. Upper and lower confidence limits were derived by applying the CL statement. Regressions were
used for visual display only, and not as a substitute of the full GLMM statistics.

When analysing the time course of a given variable (i.e. response complexity and CTT performance),
GLMM model included circadian phase, age group and their interaction. When seeking for associations
between response complexity and CTT performance, GLMM model included response complexity, circadian
phase, age group and all double/triple interactions. T-tests were performed on beta coefficients to analyse
group differences in the link between cortical response complexity and CTT performance. Semi-partial R²
(Rsp2) was reported for each significant effect of interest as described in (Jaeger, Edwards, Das, & Sen, 2017).

3. Results

As a first step, we focussed on global TMS-response complexity (i.e. over all scalp sensors) for which a GLMM
revealed a significant main effect of circadian phase (F(8,145) = 2.27, P = 0.026). Post hocs indicated that this
effect was driven by an increase of global response complexity (statistical trend) from the beginning to the
middle of the biological night (i.e. 5 hrs after DLMO) (0°-75° | β = -0.052 | SE = 0.017 | lower-CL = -0.104 |
upper-CL = 0.001 | P = 0.055), as well as a decrease of global complexity response (statistical trend) from the
middle of the biological night to the following afternoon of the second circadian day (75°-270° | β = 0.058 |
SE = 0.019 | lower-CL = -0.001 | upper-CL = 0.117 | P = 0.056) (Figure 2A). A simple age-group effect was
also detected (F(1,23.12) = 8.23, P = 0.009): during a wake extension of 34 hrs, older participant displayed an
overall higher value of global cortical complexity response than young (young-old | β = -0.130 | SE = 0.045 |
lower-CL = -0.224 | upper-CL = -0.036 | P = 0.009). No significant circadian phase x age-group interaction
was found.

As a second step, we focussed on local TMS-response complexity, i.e. only considering channel within
a 70 mm diameter sphere surrounding the TMS hotspot, as it is less concerned with global brain state (cf.
method). GLMM with local LZC value as dependent variable yielded a tendency for a main effect of circadian
phase (F(8,134.9) = 1.83, P = 0.076), and a significant main effect of age-group (F(1,23.07) = 5.74, P = 0.025).
As for global response complexity, older people had a higher value than young participants (young-old | β = -
0.035 | SE = 0.014 | lower-CL = -0.064 | upper-CL = -0.005 | P = 0.025). Again, no significant circadian phase x age-group interaction was found (Figure 2B).

We then considered performance to the CTT, which probes vigilance. GLMM with CTT performance as dependent variable yielded a simple effect of circadian phase (F(8, 131.9) = 9.64, P < 0.0001), with worse performance at the end of the biological night as compared to the first and second circadian day (-150° to 0°, 210°, 270° < 135°, 165°, P < .05; to facilitate reading, estimates and confidence limits of each comparisons of the CTT are omitted) as well as a trend for a simple effect of age group (F(1, 23.92) = 3.74, P = 0.065), with young performing generally better than older participant all long the protocol (young-old | β = -0.159 | SE = 0.082 | lower-CL = -0.328 | upper-CL = 0.011 | P = 0.065). A statistical tendency for circadian phase x age-group interaction (F(8,131.9) = 1.99, P =0.052; Fig. 2C). Group differences were detected at all circadian phases except the last three assessments (young < older; -150° to 135°, P < 0.05; 165° to 270°, P > 0.05), indicating a different response to sleep loss: smaller differences in performance between age groups were found towards the end of the protocol.
We finally tested whether global and local LZC measures were associated with CTT performance. At the global cortical level, a GLMM with CTT performance as dependent variable yielded a significant global complexity x age-group x circadian phase triple interaction \((F(8, 143.6) = 2.19, P = 0.031)\), a significant global complexity x age-group interaction \((F(1, 127.5) = 5.36, P = 0.022)\) as well as age-group x circadian phase interaction \((F(8, 141.1) = 2.41, P = 0.018)\), and a simple effect of age-group \((F(1, 126.3) = 3.99, P = 0.048)\) (Table 1). Age groups showed different association between LCZ and CTT values irrespective of circadian phase (young-old | \(\beta = -3.735\) | SE = 1.613 | lower-CL = -6.927 | upper-CL = -0.544 | P = 0.022), with higher global complexity response significantly associated with worse CTT performance in the older group (old | \(\beta = 2.547\) | SE = 1.095 | lower-CL = 0.373 | upper-CL = 4.722 | P = 0.022) (Fig. 3, upper right panel). When considering each circadian phase separately, significant different associations between global response complexity and CTT performance were found between the two age groups in the morning of the first and second circadian day (i.e. 24h apart) \((-150^{\circ}, \text{young-old} | \beta = -6.848 | \text{SE} = 3.144 | \text{lower-CL} = -13.062 | \text{upper-CL} = -0.634 | P = 0.031)\) and \((210^{\circ}, \text{young-old} | \beta = -8.209 | \text{SE} = 2.865 | \text{lower-CL} = -13.867 | \text{upper-CL} = -2.551 | P = 0.005)\), again with higher global complexity response significantly associated with worse CTT performance in the older group \((-150^{\circ}, \text{old} | \beta = 4.897 | \text{SE} = 2.528 | \text{lower-CL} = -0.143 | \text{upper-CL} = 9.937 | P = 0.057)\) and \((210^{\circ}, \text{old} | \beta = 5.969 | \text{SE} = 1.922 | \text{lower-CL} = 2.148 | \text{upper-CL} = 9.789 | P = 0.003)\) (Fig. 3, left panel). At the local level, GLMM yielded a significant local complexity x age-group interaction \((F(1, 172.8) = 4.12, P = 0.044)\) (Table 1), with a different relationship between local complexity response and CTT in the two age groups (young-old | \(\beta = -2.173 | \text{SE} = 1.071 | \text{lower-CL} = -4.286 | \text{upper-CL} = -0.060 | P = 0.044)\) (Fig. 3, lower right panel).

### Table 1. Association between global and local cortical response complexity and vigilance performance.

<table>
<thead>
<tr>
<th>GLOBAL cortical response complexity</th>
<th>CTT performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(distance from target)</td>
<td></td>
</tr>
</tbody>
</table>
### Cortical response complexity

<table>
<thead>
<tr>
<th>Effect</th>
<th>$F$</th>
<th>$P$</th>
<th>$R^2_{\text{adj}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>$F(1, 126.3) = 3.99$</td>
<td>$P = 0.048$</td>
<td>$R^2_{\text{adj}} = 0.03$</td>
</tr>
<tr>
<td>Cortical response complexity x age group</td>
<td>$F(1, 127.5) = 5.36$</td>
<td>$P = 0.02$</td>
<td>$R^2_{\text{adj}} = 0.04$</td>
</tr>
<tr>
<td>Cortical response complexity x circadian period</td>
<td>$F(8, 143.6) = 1.14$</td>
<td>$P = 0.34$</td>
<td></td>
</tr>
<tr>
<td>Age group x circadian period</td>
<td>$F(8, 141.1) = 2.41$</td>
<td>$P = 0.018$</td>
<td>$R^2_{\text{adj}} = 0.12$</td>
</tr>
<tr>
<td>Cortical response complexity x age group x circadian period</td>
<td>$F(8, 143.6) = 2.19$</td>
<td>$P = 0.031$</td>
<td>$R^2_{\text{adj}} = 0.11$</td>
</tr>
</tbody>
</table>

### Circadian period

<table>
<thead>
<tr>
<th>Effect</th>
<th>$F$</th>
<th>$P$</th>
<th>$R^2_{\text{adj}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>$F(8, 141.1) = 1.66$</td>
<td>$P = 0.11$</td>
<td></td>
</tr>
</tbody>
</table>

### Age group

<table>
<thead>
<tr>
<th>Effect</th>
<th>$F$</th>
<th>$P$</th>
<th>$R^2_{\text{adj}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>$F(1, 152.4) = 1.84$</td>
<td>$P = 0.178$</td>
<td></td>
</tr>
</tbody>
</table>

### Cortical complexity response

<table>
<thead>
<tr>
<th>Effect</th>
<th>$F$</th>
<th>$P$</th>
<th>$R^2_{\text{adj}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>$F(1, 152.4) = 1.84$</td>
<td>$P = 0.178$</td>
<td></td>
</tr>
<tr>
<td>Cortical complexity response x age group</td>
<td>$F(1, 172.8) = 4.12$</td>
<td>$P = 0.044$</td>
<td>$R^2_{\text{adj}} = 0.02$</td>
</tr>
<tr>
<td>Cortical complexity response x circadian period</td>
<td>$F(8, 139) = 0.39$</td>
<td>$P = 0.924$</td>
<td></td>
</tr>
<tr>
<td>Age group x circadian period</td>
<td>$F(8, 137.4) = 0.73$</td>
<td>$P = 0.662$</td>
<td></td>
</tr>
<tr>
<td>Cortical complexity response x age group x circadian period</td>
<td>$F(8, 139) = 0.49$</td>
<td>$P = 0.860$</td>
<td></td>
</tr>
</tbody>
</table>

### LOCAL cortical response complexity

<table>
<thead>
<tr>
<th>Effect</th>
<th>$F$</th>
<th>$P$</th>
<th>$R^2_{\text{adj}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cortical complexity response</td>
<td>$F(1, 172.8) = 0.02$</td>
<td>$P = 0.902$</td>
<td></td>
</tr>
<tr>
<td>Cortical complexity response x age group</td>
<td>$F(1, 172.8) = 4.12$</td>
<td>$P = 0.044$</td>
<td>$R^2_{\text{adj}} = 0.02$</td>
</tr>
<tr>
<td>Cortical complexity response x circadian period</td>
<td>$F(8, 139) = 0.39$</td>
<td>$P = 0.924$</td>
<td></td>
</tr>
</tbody>
</table>

### GLMMs including CTT as dependent variable and left column variables as predictors. Degrees of freedom are indicated between brackets and were estimated using Kenward-Roger’s correction.
Figure 3. Associations between cortical complexity response and vigilance CTT performance. **Left panel:** associations between global complexity response and CTT performance in young and older individuals and across the different circadian phases (significant circadian phases are highlighted in green). **Right panel:** associations between global (upper) and local (lower) complexity response and CTT performance in young and older individuals, independently of the circadian phase.

Discussion

We investigated the dynamics of global and local cortical response complexity with time spent awake and according to the internal circadian clock in young and older participants. We further sought for correlations between response complexity and performance to a vigilance task. Despite the fact that TMS stimulation parameters remained constant over the 9 sessions, we find that whole-scalp TMS-induced response complexity significantly changed during a strictly controlled 34h sleep deprivation protocol. Results indicate that these variations are driven by an increase during the first part of the biological night followed by a progressive decline the following biological day. We observe a similar dynamic when considering local response complexity - around the TMS hotspot – but overall changes represent a statistical trend only, with no clear difference between individual circadian phases. While we do find that both global and local response complexity is higher in older individuals compared with younger ones, we have no statistical indications that response complexity dynamic over the protocol is different between age groups. Finally, we find that global
and local response complexity dynamics are associated with vigilance performance variations, but the relationship is different between younger and older individuals, the latter having higher response complexity associated with poorer vigilance performance, particularly in the morning hours while well rested and following total sleep deprivation.

Given that the experiment was conducted under constant routine conditions, the changes in global response complexity are very likely to be driven, at least to a large extent, by the dual influence of sleep homeostasis and circadian rhythmicity on brain function (D. J. Dijk & Czeisler, 1995) – in line with our hypothesis. Likewise the decrease in global response complexity from the second part of the biological night to the following biological day may be the consequence of a further increase in slow EEG oscillations as sleep deprivation progresses (Vyazovskiy et al., 2011), which would render the signal more regular and less complex, and/or of the circadian alerting signal, which counteracts the randomness of the time series during the following biological day (D. J. Dijk & Czeisler, 1995). In contrast, we had not anticipated the increase in response complexity in the first part of the biological night. It is conceivable that the initial intrusion of low-frequency EEG activity (i.e. slow waves, theta waves) during the first part of the biological night generates a disharmony between the different frequencies bands composing the EEG, resulting in a more diverse oscillation repertoire and higher response complexity (Timofeev et al., 2020; Vyazovskiy et al., 2011).

Circadian phase 0° represents individual DLMO that corresponds to the end of the so-called “wake-maintenance zone” (D.-J. Dijk & Czeisler, 1994), i.e. when the circadian signal maximally promotes wakefulness to counter linear increasing sleep homeostasis. The release of the circadian wake-promoting signal could also contribute to a more mixed EEG oscillation composition, increasing signal complexity in the first part of the night.

Interestingly, LZC values were reported to become progressively more variable in the course of a partial sleep deprivation in rats (Abásolo et al., 2015). This was proposed as reflecting a progressive increase in state instability, so that LZC would constitute a metric sensitive to prior sleep-wake history that would be relatively independent from the absolute levels of slow wave activity (Abásolo et al., 2015). The dynamics in global LZC may therefore be directly related to increased EEG state instability during sleep deprivation, rather than just the slow oscillation composition of the EEG. The fact that LZC measures should be interpreted as a harmonic variability metric was also stated in (Aboy et al., 2006b). This interpretation is interesting for those
states that do not fit the normal continuum from deep sleep to vigilant wakefulness (e.g. sleep deprivation and REM), and in which a “sleeplike” might coexist with wakefulness. One could potentially consider sleep deprivation as a hybrid physiological states, in which slower waves intruded wakefulness, and consciousness and vigilance are altered (Coenen, 1998).

Cortical excitability as indexed by the slope/amplitude of the early (0-30ms) TEP around the TMS hotspot changes with time spent awake (Huber et al., 2013) and circadian cycle (J.Q.M. Ly et al., 2016) in younger individuals, while variation are not as pronounced in older ones (Gaggioni et al., 2019). Here, variations in local LZC values, considered only around the TMS hotspot, are not as sharp as global LZC and we find no indication of age-group difference in the dynamics. This suggest that local LZC and cortical excitability, but also local and global LZC measures, encompass partly distinct phenomenon. Single-pulse TMS over the frontal cortex induces a long range (0-300ms) response in the (fast) beta range in the vicinity of the stimulation site (Rosanova et al., 2009), which could be interpreted as a transient synchronization of spontaneous activity within the beta band (Paus, Sipila, & Strafella, 2001). One could postulate that this reset is constant whatever the time-awake and circadian phase so that local TMS response complexity considered over the 300ms post TMS could undergo less variation over the protocol relative to global LZC, which depends more on overall brain state, and is independent of local cortical excitability.

We stress that, although global LZC significantly varies over the protocol, posthoc comparisons only yielded statistical trends in the variations detected between circadian phases. Variations of global LZC at specific circadian phases need therefore to be interpreted with caution, as well as the overall trend suggesting local LZC variation, and replication of the results over large samples is needed.

Both at the global and local level, complexity response was significantly higher in older than young participants during the entire 34h sleep deprivation protocol. A curvilinear relationship between age and complexity was reported, with complexity maxima reached by the sixth decade of life (Bruce, Bruce, & Vennelaganti, 2009; Fernández et al., 2012), and older participants of our sample were 62 yo on average. In addition, older individuals have a higher EEG frequency content and lower slow-waves activity (SWA) during sleep (Carrier et al., 2001). The age group difference we detect is therefore expected and in line with the literature.
We find however that the association between cortical response complexity and performance to a vigilance task, which dramatically changed in both group across the 34h of sleep deprivation, changes over the lifespan. A higher level of cortical complexity response was associated with worse vigilance performance in the older group, and especially in the morning, with the correlation estimate being stronger in the morning after sleep deprivation. Interestingly, higher EEG complexity—based on the correlation dimension—was also found during a decrease of alertness compared to the fully awake state (Matousek et al., 1995). A higher cortical randomness might be conducive of perceptual changes and hallucination episodes (Schwartzman et al., 2019) in the morning after sleep deprivation (Waters, Chiu, Atkinson, & Blom, 2018), when the level of vigilance is perturbed.

Different non-linear measures exist that can be used to assess brain response complexity, such as entropy and correlation dimension (Friston, Tononi, Sporns, & Edelman, 1995). The concept of neural complexity was elaborate by combining both time and spatial component of the signal to reflect the interplay between functional segregation and integration within neural systems (Tononi, Sporns, & Edelman, 1994). Neuronal response complexity stand therefore as an intermediate state between randomness and order (Stam, 2005a). LZC computation adopted here instead only reflects differentiation (and not integration) and interpret complexity as degree of randomness, or degrees of freedom in a large system of interacting elements. However, the advantage of the LZC method is the simplicity (does not require any inputs selection), the robustness to noise, the computational efficiency, and it can be calculated even for short data segments (milliseconds range) (Zhang, Zhu, Thakor, & Wang, 1999). Previous studies further showed that the binary (i.e. 0–1) conversion of the signal is adequate to estimate the LZ complexity in biomedical signals (Aboy, Hornero, Abásolo, & Álvarez, 2006a). The disadvantage is that LZC is sensitive somewhat to signal amplitudes (Sarlabous et al., 2009). This may explain in part the age group difference we detect as EEG signal amplitude typically decrease with age, particularly during sleep (Carrier et al., 2001), but did not affect the dynamics in LZC complexity nor its link with vigilance performance.

In conclusion, we provide novel insights in the brain response complexity dynamics during prolonged wakefulness and sleep deprivation. We concluded that Lempel-Ziv complexity seems to be a valid indicator of the harmonic variability within the cortical system. Despite an overall higher level of response complexity in older compared to young adults, the dynamics of response complexity was not significantly difference
between age groups. We find a different relationship between response complexity and vigilance performance in the two age groups, which warrant further investigation.
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Discussion

Nos résultats montrent que le sommeil est l'état le plus naturel du cortex cérébral. Les animaux ont besoin d'être éveillés pour manger, boire, se reproduire, etc. Une fois que cela est fait, ils dorment. C'est un peu plus compliqué avec les êtres humains parce que nous devons aussi satisfaire les besoins intellectuels, sociaux et culturels, mais une fois que c'est fait, nous dormons. La bonne question qu'il faut se poser est : pourquoi devons-nous être éveillés? – Prof. Igor Timofeev, U. Laval, Québec

I will start by briefly recapitulating and discussing the main results regarding the dynamics of cortical responsiveness (cortical excitability, scattering, and complexity response) during prolonged wakefulness and sleep deprivation, and the association with cognitive performance, as well as the relevance of these findings. I will then present some broad considerations about the importance of chronobiology in our human society and ecological life in general.

**General discussion and contextualisation of the results**

A simple take-home message one could get from the studies presented in this PhD dissertation is that cortical dynamics change with time spent awake.

This is particularly the case for cortical excitability, where a clear interaction between homeostatic and circadian processes was detected in the young participants, whereas in the older group the profile was dampened and void of any clear sleep homeostasis and circadian regulation. These findings contribute to further understanding the cortical mechanisms underlying cognitive performance and its deterioration, as observed in ageing. Importantly, these results outline the message that maintaining a clear sleep homeostasis and circadian regulation of the cortical function may be a protective factor against age-related cognitive decline.

A report by Muto and colleagues (2016) detected a sleep homeostasis and circadian rhythmicity in a large set of human brain responses underlying vigilant attention. The peak activation changed
accordingly to the brain area, i.e. the circadian rhythmicity was locally modulated (Muto et al., 2016). Here, we extended the investigation of sleep homeostasis and circadian rhythmicity regulation on three aspects of the basic cortical function – i.e. excitability, response scattering and complexity of the cortex. Based on the papers presented here, we can affirm that during prolonged wakefulness:

(1) local cortical excitability significantly decreased around the wake maintenance zone (i.e. in the early evening) and increased during the biological night (Ly et al., 2016). Even though no causality can be drawn from these data, it is noteworthy that the detected modifications of cortical excitability correlated with sleep homeostasis and circadian markers such as cortisol (hypothesized to relate to the strength of the circadian wake promoting signal (Dijk et al., 2012)), dissipation of slow waves activity during sleep, and theta power during wakefulness (both reflecting mainly sleep homeostasis (Cajochen et al., 2002)). TMS allows to gauge the neurophysiological state of the cortex. Increased cortical excitability during the biological night implies greater postsynaptic potentials, which may be interpreted as an increased neuronal synchrony and/or an increased reactivity, which depends on changing of the membrane conductance or reflects increased synaptic plasticity (Chellappa et al., 2016; Huber et al., 2013).

(2) In older participants, however, the profile of local cortical excitability was dampened, void of any clear circadian modification with time spent awake (Gaggioni et al., 2019). Although we do not demonstrate that physiological ageing has no impact on overall cortical excitability, our results support an age-related change in the dynamics of cortical excitability during prolonged wakefulness. We are not in the position to isolate the mechanisms underlying this progressive change in cortical excitability dynamics in ageing. Changes in threshold and amplitude of action potentials, as well as in their frequency, has been reported during ageing (Rizzo et al., 2015). Interestingly, a reduced suprachiasmatic nucleus activity in animal was reported, resulting in an overall dampening of its activity fluctuation over the circadian cycle (Farajnia et al., 2012). Thus, our findings suggest that reduced circadian variation of cortical dynamics is also measurable in the frontal cortex, i.e. outside
the master circadian clock. As previously said, cortical excitability may ultimately be related to synaptic strength (Rossini and Rossi, 2007). The age-related flattening of the cortical excitability could be due to age-related synaptic changes (Morrison and Baxter, 2012). That would lead to overall reduced experience-dependent synaptic modification, so that sleep would be less required for maintaining synaptic function in ageing. This is in line with the age-related reduction in sleep need build-up (Klerman and Dijk, 2008). Indeed, the process of ageing significantly affects circadian and sleep variables: the build-up of sleep pressure during wakefulness decreases (Landolt et al., 2012), the timing of the circadian system is advanced, and the strength of the circadian signal has been suggested to decrease (Dijk et al., 1999; Münch et al., 2005). However in this study, contrary to (Ly et al., 2016), we did not find any correlations between cortical excitability and the well-known markers of sleep homeostasis and the circadian alerting signal.

(3) Fronto-parietal cortical scattering induced by TMS seemed to become more local during the night in young participants (Gaggioni et al., 2018). Since our measure of effective connectivity was quantitatively instead of qualitatively (Casali et al., 2010), we can only hypothesize which brain mechanism would explain a diminution of cortical response scattering at night. Changes in effective connectivity may reflect changes in structural brain connectivity. A day of wakefulness was associated with widespread increases in white matter fractional anisotropy ((FA), reflecting changes in axonal microstructure), whereas sleep deprivation triggered widespread FA decreases (Elvsåshagen et al., 2015), reminiscent of the response scattering variations we observed.

(4) Finally, global cortical response complexity dynamics did not seem to differ between younger and older adults during 34 hrs of extended wakefulness, although it was continuously higher in the older age-group, with a potential increase during the first part of the biological night, and a potential decrease during the second part of the night and the following second biological day (Gaggioni et al., In prep.). The increase in response complexity in the first part of the biological night may be explained by the initial intrusion of low frequency EEG activity (i.e. slow waves, theta waves) during the first
part of the biological night, which would increase initially the “vocabulary” of the complexity response. The release of the circadian wake promoting signal around the beginning of the biological night could also contribute to a more mixed EEG oscillation composition, increasing signal complexity in the first part of the night. Likewise the decrease in global response complexity from the second part of the biological night to the following biological day may be the consequence of a further increase in slow EEG oscillations as sleep deprivation progresses (Vyazovskiy et al., 2011), which would render the signal more regular and less complex, and/or of the circadian alerting signal, which counteracts the randomness of the time series during the following biological day (Dijk and Czeisler, 1995). Based on these results, the complexity measure would reflect state instability, i.e. a marker of the disharmony between the different frequencies bands composing the EEG, instead of just the amount of regular pattern such as slow oscillations (Aboy et al., 2006). Regarding complexity response, a main effect of age appeared: it was significantly higher in older than young participants during the entire sleep deprivation protocol. A curvilinear relationship between age and complexity was reported, with complexity maxima reached by the sixth decade of life (Bruce et al., 2009) (older participants of our sample were 62 y on average). In addition, the higher EEG frequency content and lower slow-waves activity (SWA) during sleep of older individuals could also partially elucidate this age-trait (Carrier et al., 2001).

It is interesting to note that a clear sleep homeostasis and circadian regulation was only found in the profile of cortical excitability, whereas cortical response scattering and complexity only showed an effect of time spent awake. A plausible explanation may be that TMS has a very local effect (focal area of stimulation 0.68 cm2) thus, when investigating global TMS-induced effects, unrelated noise could have interfered with the measures and possibly masked the subtle circadian regulation.

Whether the present neurophysiological results are primarily contributed by neuronal bistability, synaptic plasticity, or impaired inhibition needs to be determined. Bistability may be a key mechanism underlying the different dynamics of cortical responsiveness. It has been shown that after
prolonged wake, neurons in the cerebral cortex of the rat can go briefly and locally “OFF line” as they do in sleep, accompanied by slower waves in the local EEG (Vyazovskiy et al., 2011). Depolarized up-states are interrupted by short hyperpolarized down-states when neurons remain silent, whereas during the up-states, both excitatory and inhibitory neurons fire synchronously. The strength and the synchrony of the population excitatory postsynaptic currents was reflected by the slope and amplitude of cortical evoked responses: low firing synchrony was associated with decreased slopes after sleep, whereas high firing synchrony was associated with increased slopes after wakefulness (Vyazovskiy et al., 2009). Thus, the higher occurrence of ON-OFF episodes during sleep deprivation may result in a higher local cortical excitability (i.e. increased slope), because neurons react more in synchrony. How the occurrence of ON-OFF may change in ageing during extended wakefulness still needs to be fully determined. Given the reduced negative impact of wakefulness extension into the biological night on many cognitive measures in ageing, it is plausible that the occurrence of OFF periods will be reduced during the biological night in older participants.

Additionally, the slope of the cortical evoked responses could be an electrophysiological indicator of synaptic efficacy. The observation that the longer the preceding period of continuous wakefulness, the larger the increase in slope could indeed also reflect increase in synaptic strength (Vyazovskiy et al., 2008). Stronger synapses lead to tighter neural connections, resulting in a higher level of synchronization, and in turn in a larger slow wave during sleep. This view is included in the synaptic homeostasis hypothesis, which proposes synaptic potentiation during wakefulness and depression during sleep as one of the main driving signal of sleep need and sleep homeostasis (Tononi and Cirelli, 2006). It has been shown that molecular markers of long-term potentiation (LTP) and depression (LTD) (e.g. GluR1-containing AMPA receptor (AMPAR)) are strongly indicative of corresponding

---

3The terms “ON” and “OFF” periods were chosen instead of “up” and “down” or “depolarized” and “hyperpolarized” states, because the periods of neuronal activity and silence were defined based on the population extracellular activity and not based on changes in membrane potential of individual neurons as measured intracellularly (Vyazovskiy et al., 2009).
changes in synaptic strength in wake and sleep (De Vivo et al., 2017; Vyazovskiy et al., 2008). In this perspective, the dampening of cortical excitability found in older participants could be due to age-related synaptic changes (Morrison and Baxter, 2012), which would lead to overall reduced experience-dependent synaptic modification, so that sleep would be less required for maintaining synaptic function in ageing.

In principle, cortical responsiveness may also be the result of a shift in the balance of synaptic excitation and inhibition (Glutabergic/GABAergic balance), due to changes in intrinsic conductance or in the neuromodulatory milieu (Chellappa et al., 2016). It is worth noting that ion channel function and neuromodulator concentrations are progressively altered over the lifespan (Rizzo et al., 2015).

Cortical bistability is a valid candidate to explain the profiles of cortical scattering and cortical complexity response as well. During sleep deprivation, any local activation –whether occurring spontaneously or induced by TMS– will eventually trigger a local down-state, preventing further propagation of activity. Thus, during the high-amplitude hyperpolarization periods, cortical neurons stop firing, resulting in reduced scattering at night (Massimini et al., 2005). Regarding cortical complexity response, a certain amount of ON-OFF episodes would increase initially the complexity of the signal due to the insertion of new pattern in the signal “vocabulary” (Abásolo et al., 2015).

Ultimately, the state of cortical responsiveness is essential for proper cognitive performance. In the papers presented here, we found that:

(I) higher local cortical excitability was associated with worse vigilance performance in the young group, independently of the circadian phase (Ly et al., 2016). As previously mentioned, higher cortical excitability may reflect an increased neuronal reactivity or synchrony, possibly implying a stereotype firing repertoires of neuronal populations that would be conducive to impaired performance. Vyazovskiy et al. stated that the wake behaviour of a sleep deprived subject might be better characterized as a covert form of “dormiveglia” (i.e. state between sleep and wakefulness), due
to the coexisting of ON-OFF periods in the brain. They showed that the increasing occurrence of local OFF periods during prolonged wake was associated with worsening performance in a sugar pellet reaching task (Vyazovskiy et al., 2011).

(2) Higher local cortical excitability was associated with worse executive performance in the younger group, whereas it was associated with better executive performance in the older group (Gaggioni et al., 2019). Since the dampening of cortical excitability dynamics during prolonged wakefulness in older participants may reflect a less adaptable brain, underlying reduced cognitive flexibility in ageing, this result shows that older participants displaying a margin ability in increasing cortical excitability (i.e. cortical resilience) perform better in task requiring a high degree of cognitive flexibility, such as executive function (Gajewski and Falkenstein, 2018). Why these subtle synaptic alterations would be related only with executive performance requires further investigation. Evidences suggest that early age-specific and subtle neural changes are nested primarily in the frontal cortex areas (Masliah et al., 1993), sustaining high order abilities (Wang et al., 2011), so that executive functions are among those most vulnerable to the aging process (Verweij et al., 2014). In this study, we could not replicate the correlation between cortical excitability and vigilance performance. Even though we claimed that the link with performance has to be considered as preliminary, a different sample size as well as a more severe statistical approach (examining the significance of an effect with all the other effects in the model) could explain the lack of correlation in phase II. Overall, based on these results, the main idea is that the link between cortical excitability and cognitive performance would follow two different trajectories depending on age: an inverted U-shape for the young, with an optimal level of cortical excitability beyond which performance would be negatively related to higher cortical excitability. In young individuals, cortical excitability would be close to this optimal level during the circadian day while well rested, as indicated by mostly high and stable performance, but the significant rise in cortical excitability found during the biological night would be detrimental for cognition. In contrast, in older individuals, the link between cortical
excitability and performance would be linear. Modifications of cortical excitability, through changes in the circadian system and in the build-up of the need for sleep, are reduced or compromised in older individuals: the optimal level beyond which the association becomes negative is not reached. In this vein, an attempt was done by fitting the data linking cortical excitability and executive performance of the two age-group. Preliminary data seemed to support a linear association for the older and a curvilinear for the young group. With the final aim of improving cognitive performance in ageing, and since the association between cortical excitability and executive performance was positive in older adults, it may imply that cognition could be improved in ageing by targeting on neuron excitability (e.g. neurostimulation), but this remains to be formally tested with a large sample size (see also perspectives section below).

(3) At night, a diminished fronto-parietal scattering was associated with worse vigilance performance in young participants (Gaggioni et al., 2018). This result recalls a study that linked higher FA within the fronto-parietal cortex while well rested with better PVT performance during sleep deprivation (Cui et al., 2015). In contrast, participants with lower FA values within multiple brain regions while well rested had worse performance to a visuomotor task after sleep deprivation (Rocklage et al., 2009). In our case, integrating a complementary covariate measure of the structural connectivity (e.g. white-matter projections between fronto-parietal areas) could have contributed to unravelling the mechanistic routes.

(4) Finally, higher global cortical response complexity was associated with worse vigilance performance in the older group, and especially in the morning following a night without sleep (Gaggioni et al., In prep.). In line with our result, higher EEG complexity was also found during a decrease of alertness compared to the fully awake state (Matousek et al., 1995). A higher cortical randomness may be conducive of perceptual changes and hallucination episodes (Schwartzman et al., 2019) in the morning after sleep deprivation (Waters et al., 2018), when the level of vigilance is perturbed. Interestingly, when performing the study in older people, I witnessed 2-3 older people
experiencing short episodes of visual hallucination exactly in the morning following the night of sleep. Unfortunately, the protocol did not include any measures of alertness level such as the Observer’s Assessment of Alertness/Sedation scale (OAA/S) (Ferrarelli et al., 2010), except for the Karolinska Sleepiness Scale.

Finally, it is worth noting that complementary facets of the age-related cortical dynamics provide a quite complex picture regarding their relations with behavioural performance. For instance, in the older group, a higher cortical excitability is associated with better executive performance, whereas a higher global response complexity is associated with worse vigilance performance. This is important to keep in mind especially in the case of a TMS therapy approach: the chosen neurorehabilitation strategy may be helpful for a particular cognitive domain, but having negative effect on another cognitive domain. However, it is important to note that a causality between higher cortical excitability and for example higher response complexity was not investigated in the work presented here.

**Perspectives**

Our results show that cortical excitability profile (measured under constant conditions) is very likely under the effect of sleep homeostasis and circadian rhythmicity. This dual regulation of the cortical function is important during a normal waking day, especially during the evening around the wake maintenance zone, and become even more clear-cut during sleep deprivation and circadian misalignment (as experienced for example during jetlag, shift work or chronic sleep deprivation –see also section below). The level of cortical responsiveness is related to cognitive performance, both during normal daytime performance and performance during wake extension. Healthy ageing and to a greater extend age-associated pathologic conditions such as mild cognitive impairment, Parkinson, Alzheimer and dementia show both sleep-wake desynchronization as well as cognitive impairment during daytime (Altena et al., 2010; Stranahan, 2012; Naismith et al., 2010). Based on our results, one could tentatively postulate that the daily fluctuation of cortical responsiveness, as a possible
candidate underpinning the neurobehavioral performance, may be dysregulated as well (Blautzik et al., 2014). Alteration of cortical responsiveness has been reported in disorders of consciousness (Bodart et al., 2018; Sarasso et al., 2015), chronic insomnia (Van Der Werf et al., 2010) and stroke (Huynh et al., 2016), however the temporal profile of those pathological conditions is unknown. If we assume a simple equation like less daily modulation at the cortical level may be indicative of neurodegenerative diseases, then neurorehabilitation could constitute a possible way to restore an adequate cortical responsiveness that subtends recuperated cognitive performance (Schmidt and Bao, 2017). However, it is still unknown if neurostimulating the cortex at a given time point would effectively restore the wake-dependent profile of it. In this perspective, it seems more plausible that restoring a better sleep-wake regulation could reestablish an optimal temporal profile of cortical responsiveness, rather than the other way around.

Focusing on the results of cortical excitability, older participants showed to be void of any clear homeostatic and circadian regulation compared to younger participants. As an explorative analysis, we investigated if older people with a higher build-up of cortical excitability over the biological night would perform better during a normal waking day, when well-rested. The idea behind this explorative analysis was to demonstrate that older individuals with preserved homeostatic and circadian regulation of the cortex would perform better compared to those with low homeostatic and circadian regulation. In others words, that the age-related variability in circadian rhythmicity (and related sleep-wake regulation) could potentially explain the daytime cognitive performance. Indeed, connections between sleep-wake disturbances and cognitive impairment have been found in older adults (Yaffe et al., 2014), and abnormal circadian rhythmicity has been observed to be more severe in people with age-related neurodegenerative diseases, including Alzheimer’s disease and related dementias, and Parkinson’s disease (Leng et al., 2020, 2019a). Furthermore, a recent study showed that longer napping duration (a possible marker of impaired circadian sleep-wake regulation) is associated with
greater cognitive decline and higher risk to develop cognitive impairment over a decade (Leng et al., 2019b). Unfortunately, we could not detect a significant association in our limited sample (N=12).

Yet, in another study of the lab, the preserved wake-dependent cortical excitability dynamics in older people was correlated with better cognitive fitness (Van Egroo et al., 2019). Maxime, Justinas, Daphne and the rest of the team summarised cortical excitability dynamic over 20 h of extended wakefulness as the regression coefficient of a linear fit across the time points. Results disclosed that a young-like cortical excitability profile (i.e. a preserved cortical excitability dynamics) was associated with better executive performance, whereas an old-like profile with a worse cognitive performance. However, this study did not cover an entire circadian cycle, leaving the question about age-related variability in circadian rhythmicity and changes in cognition still open. It also leaves the open question on whether acting on cortical excitability or brain response propagation, through behavioural intervention which are known to restore circadian rhythmicity (e.g. proper timed exposure to zeitgeber stimuli such as light (Van Someren and Riemersma-Van Der Lek, 2007)), can positively affect cognition. From a clinical point of view, it would be interesting to determine if the older people with a young-like cortical excitability profile will have reduced risk of developing cognitive dysfunction associated with neurodegerative processes.

Nonetheless, in practical terms, it is onerous and time consuming to track the cortical responsiveness time series under constant routine conditions. For our findings to eventually translate to clinical practice, research should investigate if the cortical excitability profile could be reflected in other metrics of sleep and wakefulness regulation, ideally measured ambulatory, for instance by actigraphy or mobile application. Linking sleep-wake regulation to cortical responsiveness, in order to have a lens on the cortical dynamics, could represent an effective and inexpensive approach. It would be very interesting to investigate this association in our samples: it was indeed asked to every subjects to wear an actigraph –monitoring the rest-activity cycle– for two weeks prior to the in-lab
acquisitions. Even more promising would be to intervene on the sleep-wake cycle with the potential to improve cortical excitability dynamics and consequently cognitive performance.

Hence, sleep-wake regulation may represent an important factor in optimizing cognitive trajectories and healthspan. Whether and how the restoration of a circadian rhythmicity in older people—through for example a nap prevention intervention, light treatment, or by a cognitive behavioural therapy of insomnia—could impact on the cortical dynamics and ultimately improve the daytime cognitive performance is a promising and timely research topic with great societal repercussions (Oosterman et al., 2009). If the sleep-wake cycle is without any doubt a good candidate to be investigated, it would also be interesting to test if a combination of the screening questionnaires’ scores related to sleep and chronotype (e.g. PSQI, MEQ, MCTQ), corrected for the age of the participants, could be predictive of the underlying cortical dynamics too.

**Few considerations for future studies**

Based on the studies included here, some considerations are necessary; the intent is not to cancel the promising results and the effort made to acquire the data, but rather to keep in mind that each protocol, even if thoughtfully conceived, sacrifices some aspects.

- It would have been interesting to further extend the protocols by a few hours, i.e. until the beginning of the following biological night, an interesting period characterized by substantial changes in the circadian modulation of cognitive performance. Ideally, it would have been interesting also to have a session after a recovery night of sleep, to reset the homeostatic sleep pressure back to an initial level and measure the impact of a night of sleep on cortical responsiveness after a long period of extended wakefulness (Huber et al., 2013). However, after already 8/9 repeated TMS sessions, the itchy scalp of our volunteers implored a break.
- Our results are somehow brain-region-specific. Some studies have indeed shown that the TMS evoked cortical response may change depending on the stimulated location (Castrillon et al., 2020). Similarly, the correlations between the three parameters of cortical responsiveness (measured on frontal and frontal-parietal region, as well as over the entire scalp) and the different cognitive tasks need to be interpreted as a first attempt to link basic cortical function and behavioural output. Indeed, each task elicits a specific reply in the brain, and the region we stimulated with TMS may or may not be representative of the cortical state of others brain region (especially in the view of a regionally specific homeostatic and circadian brain regulation (Muto et al., 2016)). Furthermore, except for the vigilance compensatory tracking task, all the other tasks of the behavioural test battery were performed 1h before and 1h after the TMS-EEG session, thus the acquisition of the cortical and behavioural aspects was not concomitant (for the correlations, parameters of the cognitive test battery were interpolated at the same circadian phases as the TMS-EEG sessions). Finally, it is worth recalling that an inherent difficulty of the constant routine protocol is the requirement for repetitive task administrations. This inherently excludes a wider range of cognitive processes that cannot be tested with such modalities (e.g. testing memory performance may be tricky due to the learning effect throughout the sessions).

- As previously mentioned in the method section of the thesis, a constant routine protocol does not allow the separation of the homeostatic from the circadian process. If that would have been the goal of our work, we should have adopted the gold standard forced desynchrony protocol (Dijk and Czeisler, 1995), which has in turn others limitations (e.g. extremely time-consuming, requires specific lab units in which participants live isolated from the rest for many weeks). A nap protocol (Cajochen et al., 2001) could have been a valid alternative to disentangle homeostatic and circadian processes, but it requires that every subject undergoes twice the experiment (high vs. low sleep pressure condition).
- In these studies, two age groups were investigated (i.e. 18-30 and 50-70 y), leaving space for further research to better understand the homeostatic and circadian regulation of cortical function across the lifespan (e.g. mapping cortical activity in the first two decades of life, 30-50 y, as well as in 70+ participants). It is possible that a healthy older cohort of 70+ participants could be conducive to stronger age-relate differences. However, to keep in mind that a prolonged semi-recumbent position is not recommended to older people due to increased risk of thrombosis. It would be interesting to know if there is a specific narrower age range that represents a key transition point in the dynamics of cortical responsiveness and on which it would be important to focus any interventions in order to delay the age-related decline of cognitive performance.

- It should be also mentioned that TMS allows to target mainly the cortex; the correlations between cortical responsiveness and behaviours, although compelling, represent just one facet of a more complex picture, which include cortical and subcortical network (Peters et al., 2020). Another study of the lab provided the first insights into a more global picture, including wake-dependent cortical excitability, cognitive, and brain structural integrity measures (grey matter volume, amyloid-beta protein, tau protein) (Van Egroo et al., 2019).

**Take-home messages from the in lab studies**

These results highlight that the dynamics of cortical responsiveness depend on both prior wakefulness (i.e. homeostatic drive for sleep) and circadian phase (i.e. the time of day in the human body that says “it’s dusk”, “it’s dawn”, etc). However, the combined effect of sleep homeostatic and circadian factors is somehow still neglected in many studies, which analyse brain function and behavioural output as just the result of sleep homeostatic causes, omitting the effect of the circadian phase. The hope is that this conceptual dichotomy will disappear in the near future. However, measuring the circadian effect requires a specific lab setting that might not be easily available in all research centres.
These studies reaffirm that the cognitive detrimental effects of sleep deprivation are due to the misalignment between sleep homeostatic and circadian forces, when wakefulness occurs at inappropriate biological time. Most animals are content to obey their internal circadian clock and let it orchestrate the expression of circadian rhythms (although refer to the following section for some cases of sleep-wake plasticity in animals). Humans, however, have a mind of their own and often disobey their internal biological clock—for example, with an increasing tendency toward around the clock activity. Unfortunately, human beings still confuse sleeplessness with vitality and high performance, promoting a culture of sleep machismo. They forget that, despite the evidence that links disturbed circadian rhythmicity with a variety of mental and physical disorders (e.g. impaired cognitive function, altered hormonal and immune function, and gastrointestinal complaints) and negative impact on safety, performance, and productivity (Colten and Altevogt, 2006). For example, shift work (i.e. repeated partial sleep deprivation) involves an important circadian disruption that overrides the entire biology and impacts the cognitive dynamics of the workers. The problem is that shift workers continue to live in a social environment that favours sleeping at night. Furthermore, the dimmer illumination of artificial lights is not usually sufficient to trigger the reset of the circadian clock: shift workers never really fully adapt to their unnatural sleep patterns, making practically impossible for humans to maintain a permanently inverted circadian sleep schedule (Thorne et al., 2008). In consequence, one should conclude that the homeostatic pressure towards sleep only works on a short-term schedule, whereas the circadian regulation always takes sleep-wake history into account in the long term and, if neglected, may cause serious health and safety problems. The conclusion that shift work can be carcinogenic has grown largely from epidemiological work. A nationwide study in Denmark found that women who work mainly at night for at least six months are 1.5 times more likely to develop breast cancer than those who work regular hours (Hansen, 2001). Another example of disrupted circadian biology is given by transmeridian flights. Jet lag is the result of the slow adjustment of the biological clocks to a new temporal light/darkness environment in the new time zone resulting in a temporary disruption of the entire circadian network, with physiological
rhythms not aligned to each other. Even the annual 1-hour switch to and from Daylight Saving Time is a hot debate (Roenneberg et al., 2019) and has been associated with an increase in ischaemic stroke during the first two days after transition (Sipilä et al., 2016). Even by excluding dramatic situations like the ones reported, in every day basis, it has been shown that a good proportion of the population live in constant social jetlag (i.e. a discrepancy between the individual’s circadian rhythm and the social clock) (Wittmann et al., 2006): some of these are larks, some owls, and some have pretty standard rhythms that are disrupted by simply staying up at night, be it for professional or recreational reasons (i.e. chronic partial sleep deprivation). Indeed, modern lifestyles are no longer constrained by sunrise and sunset, creating a mismatch between our internal biological clock and our brave new 24/7 world. Artificial illumination from computers, televisions, cell phones, and other electronic devices can interfere with the body’s ability to maintain proper circadian rhythms (Duffy and Czeisler, 2009).

Finally, besides voluntary choices that disturb the normal 24-hour sleep-wake cycle, involuntary factors such as ageing exist. Since the proportion of older people in our society is constantly increasing, there is the need to promote lifestyle activities and social resources in late-life as potential strategies to mitigate age-related differences in circadian rhythmicity and to slow age-related cognitive decline. Clear Zeitgebers such as meal times, alarm times, and house lights become relatively more important (Lewis et al., 2020; Monk, 2010). Yet, provocatively maybe, abnormal sleep-wake regulation of older adults makes them more suitable to work at night compared to younger people (Zitting et al., 2018). Furthermore, if we think in term of community, older people could look after grandchildren at night with less suffering than parents (newborn grandchildren have an “under construction” circadian rhythmicity).

Overall, the aim of this digression is to show that humans’ well-being and cognition are not just a matter of how many hours we have slept, but also when we slept. In this perspective, certain organisational aspects of our society shall be reconsidered (e.g. school start time (Skeldon and Dijk, 2019)), in order to allow adequate synchronisation between internal circadian rhythmicity and
external clock time. Furthermore, the interaction between sleep homeostatic and circadian processes evolve throughout lifespan, requiring different strategies according to the age-group (Bromundt et al., 2019). In order to do so, in-lab studies –like the ones included here– can contribute to better understanding and managing the discrepancy between diurnal rhythms and certain modern lifestyles, while accounting for age-dependent differences.

**Chronobiology meets Nature: sleep-wake cycle outside the lab**

In the studies included here, the joint effect of homeostatic and circadian processes at the cortical level has been measured by a sophisticated constant routine protocol, unmasking confounders of the circadian rhythmicity. This kind of setting is an abstraction of what happens in the real world: an intentionally simplified environment that however fails to capture the complexity of natural conditions. The direct transposition of the results found in the lab may not always find replicate in real life (Vanin et al., 2012). Yet, in-lab setting gives insight about what is hidden in ecological condition and may be of high importance for health.

It is of foremost importance to integrate chronobiology and ecology to gain a better understanding of what happens in ecologically realistic situations (Helm et al., 2017). Few interesting examples are reported hereafter, showing an incredible plasticity of the circadian rhythmicity (Schwartz et al., 2017). For example, birds have overcome the problem of sleeping in risky situations by developing the ability to sleep with one eye open and one hemisphere of the brain awake (Rattenborg et al., 1999). Migratory birds become restless at night around the time of migration (Zugunruhe = migration anxiety). Thus, seasonal changes in sleep are thought to reflect the birds’ endogenous urge to migrate at certain times of the year. Sleep regulation in the starling is highly flexible and sensitive to environmental factors. Sleep time is 5 hrs less during summer than during winter, which is best explained by night length. Additionally, the birds sleep around 2 hrs less during full moon nights (van Hasselt et al., 2020). Under the constant light of the Arctic summer, male sandpipers have evolved
an unprecedented ability to forgo sleep while maintaining high performance in the tasks leading up to mating (Rattenborg, 2017). Interestingly, some Arctic animals only show evidence of circadian rhythms during the times of year with more or less regular sunrises and sunsets (spring and fall). Artic reindeer, exposed to continuous daylight in the Summer and darkness in the Winter, switch off the clock probably to help them maximize food intake (van Oort et al., 2005). However, even though some polar animals lose or weaken the expression of some external outputs of the circadian clock, they retain the clock for its role within the organism. Such circadian flexibility is of particular importance to animals exposed to conditions that are similar to constant conditions: Arctic, Antarctic, underground, and in the deep sea. Entrainable locomotor activity and molecular circadian clock rhythms are present in multiple species of cave animals (Beale et al., 2013), suggesting that the clock has not been lost even in arrhythmic environments. In this case, the entrainment happens by different ways than direct exposure to light. For example, the bacterial cryptochromes regulate the circadian rhythmicity of a host squid in the deep sea via a symbiotic relationship (Heath-Heckman et al., 2013). Competition for resources instead may push a species into an unnatural temporal niche. Normally, common spiny mice are nocturnal, whereas golden spiny mice are diurnal. However, if the common spiny mice are removed from the area, the golden spiny mice become nocturnal (Shkolnik, 1971). Among insects, young honeybees take care of larvae continuously throughout the day and the night, but they later begin to forage outside the hive and then exhibit clear daily rhythmicity. In honey bees with clear daily rhythmicity, impaired communication has been reported following sleep deprivation (Klein et al., 2010). Interestingly, if foraging bees are induced to return to nursing, they revert to an arrhythmic pattern of behaviour, thus evincing intraindividual plasticity in circadian organization in a species with complex social behaviours (Bloch, 2010; Refinetti, 2012). Overall, circadian sleep-wake regulation in the wild appears to be far more ecologically flexible than commonly recognized from laboratory studies. Forces like food availability, predators, competitors, and mating opportunities may override normal sleep-wake cycle, suggesting that real-world ecological demands and associated motivational states might also play a role.
Unfortunately, also artificial illumination sustained by humans can have direct influences on daily or seasonal rhythms of other species (e.g. artificial light at night as a new threat to pollination (Knop et al., 2017)). Thus, some species might adjust or already have adjusted due to evolutionary reasons to the new light situation. Furthermore, fear of humans and anthropogenic disturbance are forcing daytime animals into a night mode (Gaynor et al., 2018).

Overall, ecological studies in animals have showed that the homeostatic-circadian interaction is flexible under vital circumstances. However, even in life-threatening situations, such as while driving a car, human’s imperative for sleep can be so strong that with only modest sleep loss we will fall asleep. Thus, these ecological reflections may constitute a springboard to better understand the transposition of the results of this thesis in real life, where other ecological and motivational factors may or may not come into play in the regulation of the dynamics of the human brain. That would allow to further understand the harmony between the temporal organization of the rest-activity cycle, the rhythmicity of our internal physiology, and the world in which we live and have evolved.

**Conclusion**

Our results demonstrate that the interaction between homeostatic and circadian processes is represented at the cortical level, changes with age, and is implicated in the regulation of cognitive performance during the day and its deterioration during sleep deprivation and circadian misalignment. These findings contribute to further understanding the cortical mechanisms underlying the maintenance of daytime cognitive performance and its deterioration, as observed in ageing, shift work, jet lag, sleep-wake dysregulation, and neurodegenerative diseases.
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